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ABSTRACT 
 

 

Interest in Artificial Intelligence (AI) has never been greater – while we’re at a likely tipping point in 

the adoption of AI into mainstream industry, we’re still grappling with effective ways to manage the 

ethical concerns that AI surfaces on a regular basis. The purpose of this study is to shed some light 

into the types of AI applications being developed in the media industry in South Africa, investigate 

how AI ethics tensions surface and are managed when building these AI applications and provide 

recommendations for the management of AI ethics tensions in media organisations. Data was 

collected from respondents on the types of AI applications being developed, as well as the nature and 

characteristics of these projects including roles required to staff the projects, project duration, focus 

and business objectives, project outcomes, technologies used, and source of technologies used.  

The study reviewed recent literature on AI ethics, and specifically research into the roles played by 

both individuals as well as the organisations they work for, in managing AI ethics considerations. Using 

the insights from the literature, as well as data collected during the study via a cross-sectional survey 

implementation, analysis was performed to determine associations between actions in the 

management of AI ethics tensions and the perceived outcomes and effectiveness. Several statistically 

significant associations, with both weak and medium effect size, were noted between the way AI 

ethics tensions were discovered and managed during projects, and the perceived outcomes and 

effectiveness of these actions. The associations noted potentially have implications for media 

organisations that are implementing AI solutions and are seeking to effectively manage AI ethics 

tensions.  

Based on these analyses performed, recommendations are provided to inform the creation of 

effective frameworks to manage AI ethics tensions at media organisations developing AI solutions. 

Limitations of the study and further areas of research required are also discussed. 

 

Key terms: artificial intelligence (AI), ethics, AI ethics, AI ethics tensions, cross-sectional survey, AI 

principles, AI ethics guidelines, AI ethics codes of conduct, AI solution development, ethical 

considerations    
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1. INTRODUCTION AND BACKGROUND 
 

 

This study explores how artificial intelligence (AI) ethics considerations are incorporated into AI 

solution development at Multichoice, a media organisation in South Africa, with a specific view of 

exploring AI ethics tensions in recent AI solution development projects. The study will survey members 

of the AI community at Multichoice i.e., people who have contributed, either technically or non-

technically, to recent AI solution development projects. The purpose of the study is to provide insights 

into the types of AI solutions being worked on in the media industry, including details such as the 

duration of these projects, how they are staffed, which technologies are used, the composition of 

project teams, the project objectives and focus as well as the outcomes of these projects. 

Furthermore, the prevalence of AI ethics tensions in such AI solution development projects will be 

explored, as well as individual and company roles in identifying and managing these AI ethics tensions. 

This study will only focus on recent AI solution development projects and is limited to respondents 

who currently work at the case organisation, Multichoice. Recommendations are made for the 

creation of a framework to effectively manage AI ethics tensions. 

AI is a rapidly evolving field with the promise of remaking many aspects of our society, both for good 

as well as with potential negative consequences if not managed appropriately (Harari 2017). As a 

result of the widely acknowledged potential of AI solutions to introduce unintended consequences, a 

variety of organisations (public, private and NGOs) have taken the initiative to publish high level 

guidelines and principles which they believe will result in ethical implementations of AI that adhere to 

accepted societal norms. In a recent meta-analysis, Jobin, Ienca and Vayena (2019, p.389) found at 

least 84 unique sets of guidelines and principles and that number continues to increase on a monthly 

basis. While the number of published guidelines and principles continues to increase, these represent 

examples of soft law rather than actual legislation. Sossin and Smith (2003, p.869) note that soft law 

or “quasi-legislation” suffers from several limitations, including the lack of clarity about the intent and 

objectives of such guidelines as well as questionable ability to enforce such guidelines.    

There is less effort being expended in understanding how to transform ideals into action compared 

with the effort being expended in defining guidelines and principles – the suspicion being that the 

publishing of the guidelines and principles are seen as the end goal by many organisations. 

Mittelstadt (2019) notes that, aside from questions about the intent of AI ethics and guidelines and 

publications, their effectiveness should be brought into question. A principled approach is likely to be 

too far removed from day-to-day practice of AI development to be useful to practitioners and, with 
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little to no legal framework to enforce the ethical guidelines and principles, it is unlikely that the 

situation will change soon if we continue with the current path of principles-focussed AI ethics.  

Floridi (2019) notes that, given the amount of current interest in ethical considerations around digital 

technologies, it is the right time to start considering the “how” of digital ethics and not just the “what”. 

He goes further and identifies five practical risk clusters that may arise when translating principles into 

practices, namely ethics shopping, ethics bluewashing, ethics lobbying, ethics dumping and ethics 

shirking. He suggests knowledge about these ethical risks reduces the probability of practitioners 

claiming ignorance and therefore limits the implementation risk to those based genuinely on 

“misunderstanding and misjudgements”, not simple ignorance of digital ethical concerns.  

To create a practical guide for machine learning engineers, designers and developers to help address 

the relatively large gap between “what” and “how”, Morley et al (2019) creates an ‘applied ethical AI 

typology’ that focuses on the machine learning solution development process. The authors’ 

framework maps tools available to the stages of the development process. While this is a promising 

start to the process of creating a comprehensive tool registry, the authors noted that there were 

already some limitations, including an unbalanced representation across AI ethics considerations (too 

much focus on explicability) and a general lack of usability (high skill level required to make use of the 

tools in many instances). 

Although AI is accepted to be driving more and more innovations in the technology industry, there 

remains relatively few documented use cases which detail the specific nature of the application of AI 

within products – the concern being that many products claim to incorporate AI to leverage the hype 

in the market rather than to genuinely benefit users as a result of the incorporation of AI capabilities. 

In the current study, AI solution development projects in a media organisation in South Africa will be 

explored. Details of the types of projects undertaken, which technologies are used, the staffing of 

these projects and the outcomes of the projects will be investigated.  This study will contribute to the 

understanding of the types of AI solutions being developed today in a large multi-national organisation 

in the media industry. 

In recent research, Whittlestone et al (2019a, p13) argue that exploring the tensions that arise when 

putting the AI ethics principles into practice could be more beneficial than simply focusing on AI ethics 

principles alone. This perspective takes into account the overlap between competing values that are 

described in high level principles or guidelines statements, as well as vague explanations of what these 

high-level values mean in practical applications. Accepting the notion that a situation presents as an 

ethical problem when there is no clear right and wrong answer also means that we need to accept 
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that practitioners at various levels within AI solution development are faced with difficult trade-offs 

that need to be made – understanding some of these key tensions, or trade-offs, and how they are 

managed in organisations provides further insights into the current state of practice of AI ethics 

considerations in AI solution development.   

Whittlestone et al (2019b, p199) identify four key tensions (quality of service versus autonomy; 

accuracy versus fairness; personalisation versus citizenship and automation versus dignity) that are 

likely to arise in AI applications but suggests that more work is required to determine exactly which 

tensions arise in each type of AI application being developed. 

In the present study, practitioners forming part of the AI community at the case organisation, 

Multichoice, are surveyed to explore the extent to which the above four pairs of AI ethics tensions 

were present in recently complete AI solution development projects. In cases where respondents note 

the occurrence of AI ethics tensions, information is gathered on how these tensions were identified, 

how they were managed and what the outcome of managing these tensions was. This study 

contributes to a significant gap in the current literature, where no known studies exist that explore 

the prevalence, management and outcomes of managing AI ethics tensions in AI solution development 

projects.  
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1.1 PROBLEM STATEMENT 
 

Work is needed to determine the actual types of AI applications that are being deployed across various 

industries, whether AI ethics tensions are prevalent in AI solutions being developed now, and how AI 

ethics tensions are managed within organisations. In the current research study, some of these 

dimensions will be investigated in a case organisation, Multichoice. Multichoice represents a large 

corporate in the media industry in South Africa, with a significant portfolio of existing and completed 

AI solution development projects. 

 

1.1.1 Research aim 

The aim of this research is to identify and characterize the types of AI applications that are being 

developed within Multichoice as well as to identify and investigate the ethical tensions that arise while 

developing such AI applications. It is also intended to critically review and reflect on the individual 

versus organisational responsibility for implementing AI ethics principles within the context of AI 

solution development. Based on investigation of the situation in Multichoice, the research will aim to 

identify recommendations for the management of AI ethics tensions, thereby informing the creation 

of a framework to manage such AI ethics tensions.  

 

1.1.2 Research objectives 

1. To construct a survey which will identify: 

a. the types of AI applications that are being developed or deployed in a South African media 

organisation, including characteristics such as duration of projects, technologies used, 

staffing characteristics, project focus and project outcomes. 

b. Whether and which AI ethics tensions are present in AI solutions being developed at the 

case organisation.  

c. the nature and extent of support the organisation provides to practitioners to manage 

such AI ethics tensions, and the perceptions of practitioners on the nature and sufficiency 

of the support provided, as well as the impact of managing AI ethics tensions.  

2. To critically review and reflect on the notion of individual versus organisational responsibility for 

implementing AI ethics principles. 

3. To suggest recommendations for a framework to assist practitioners to manage these tensions. 
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1.1.3 Research questions 

1. What are the types of AI applications being worked on in a South African media company? 

2. Which, if any, AI ethics tensions are present during the development of such AI applications? 

3. How do individuals manage AI ethics tensions in current AI applications? 

4. Can we propose recommendations for an effective framework to manage AI ethics tensions?   

 

 

1.2 CHAPTER OUTLINES 
 

 

The research report is presented according to the following chapter format.  

Chapter one provides an orientation to the study and introduces the problem statement, research 

aims, research objectives and research questions. It outlines the contents of each of the chapters in 

the research report and describes key terminology and abbreviations used in the study.  

 

Chapter two is the literature review. This chapter reviews the main body of literature related to the 

history and evolution of AI ethics related to the study, the management of AI ethics today and the 

focus on AI ethics tensions.  

 

Chapter three discusses and presents the methods and procedures used in this study to answer the 

research questions. This includes determining the types of AI applications being developed today, the 

prevalence of AI ethics tensions in the development of AI applications and how these AI ethics tensions 

are being managed today. 

This chapter includes a presentation of the research design selected, the research setting, discussions 

on reliability, validity, sampling and bias, participant selection criteria, recruitment of participants, 

ethical considerations, materials, data collection, data storage, data extraction and a discussion of the 

variables explored in this study. 
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Chapter four presents the results of the study. The relevant results are presented, together with 

insights derived from the results. This chapter focuses on answering each of the research questions 

and achieving the main aims of the study.  

 

Chapter five presents the findings from the study, both from the literature review as well as from the 

data analysis, as well as the conclusions, recommendations, limitations and areas of further study. 

 

 

1.4 ABBREVIATIONS 
 

 

Multichoice Group  MCG 

Artificial Intelligence AI 

Machine Learning  ML 

Research Question One RQ1 

Research Question Two RQ2 

Research Question Three RQ3 

Research Question Four RQ4 

 

 

1.5 SUMMARY 
 

 

This chapter provided an introduction and background to the study. It served to introduce the rest of 

the research report. A list of terminology and a list of relevant abbreviations was provided. The 

following chapter will present literature relevant to this study and will position the current study 

relative to gaps in the existing literature. 
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2. LITERATURE REVIEW 
 

 

2.1 SCOPE OF THE CHAPTER 
 

This chapter presents a review of the literature pertinent to this study, following the flow depicted in 

Figure 1.  

 

 

Figure 1: Scope and flow of literature review 
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The chapter begins by defining both artificial intelligence as well as the field of AI ethics. The 

subsequent sections discuss ethical considerations in new technologies as well as interest specifically 

in AI ethics. A discussion of codes of conduct, shortcomings of codes of conduct as well as the 

guidelines-based approach to AI ethics is included next. The impacts and limitations of codes of 

conducts is discussed before the focus shifts to the practical management of AI ethics. Some recent 

examples of practical guides in this area as well as the notion of AI ethics tensions are discussed next. 

The chapter concludes with some discussion on organizational versus individual responsibility for 

managing AI ethics considerations. 

The current research study intends to assess a company’s approach to the management of AI ethics 

tensions, and to propose recommendations that would inform the creation of a framework that can 

be used by practitioners to evaluate ethical considerations arising during the development of AI 

products - with a view towards mitigating potential ethical risks. The study will also undertake a critical 

reflection on the role of the individual versus organisational responsibility for implementing AI ethics 

principles in AI solutions.  

 

2.2 DEFINITION AND HISTORY OF AI ETHICS 
 

 

2.2.1 Definition of artificial intelligence 
 

According to Müller’s (2020) broadly encompassing definition, artificial intelligence is understood to 

refer to any computational system that shows intelligent behaviour. Interestingly, it suggests 

discarding the notion that we limit intelligence to human-like actions, which means that artificial 

intelligence, by this definition, includes both the performance of narrow-scope technical activities as 

well as wide-ranging “human” intelligence.   

According to Bringsjord and Govindarajulu (2020), in their Stanford Encyclopedia of Philosophy 

Archive article, it is difficult and possibly even impossible, to attain a consensus view of a definition of 

artificial intelligence. The authors firstly suggest that the best we can do is to share proposed 

definitions of artificial intelligence and thereafter proceed to lean heavily on the definitions provided 

by Russell and Norvig in their widely popular text entitled “Artificial Intelligence: A Modern Approach” 

(Russell et al, 2010). According to Bringsjord and Govindarajulu (2020), AI may be defined in terms of 

goals falling along two dimensions. The first dimension is whether the goal is to match either human 
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performance or an ideal rational performance while the second dimension relates to whether the 

system is built to reason or to act. 

 

2.2.2 Definition of AI ethics 
 

The ethics of AI is a field within applied ethics (Müller, 2020) that deals with the concerns that have 

become apparent as a result of the increasing adoption of artificial intelligence technologies in a wide 

range of applications, and where no clear answers exist to these concerns. The author suggests that 

we can divide these ethical issues, into considerations revolving around AI as objects (when we create 

AI systems for our use as tools) and subjects (when the AI itself can carry out actions independently 

as is the case of robots for example). The essence of this research study deals with the former 

consideration, where we are dealing with AI as an object created by and for humans to use.  

 

2.2.3 Ethical considerations in new technologies 
 

Although the explosion of interest in AI and consequently ethics of AI is relatively new, the challenges 

of understanding the ethical impact of new technologies is less so. Prior to the focus on AI ethics, the 

broader field of computer ethics enjoyed prominence as computers looked to change our ways of 

living. Moor (1985) suggests that problems in computer ethics arise precisely because of the newness 

of the applications of computer technology – as he puts it, novel applications of computer 

technologies create policy vacuums concerning how the technology should be used. And because 

computers possess “logical malleability”, the ability to be used for an almost limitless variety of 

applications, there will be an ongoing process of discovering new applications, which unearth new 

policy gaps that need to be addressed. The parallels between his concept of the “Computing 

Revolution” and the “AI Revolution” (Harari 2017), which promises to change the very fabric of society, 

are quite compelling.   

Moor (1985) identifies the lack of transparency, or invisibility as he termed it, in computing technology 

as the source of ethical concerns. He further segments this invisibility into three elements namely 

invisible abuse (intentional unethical conduct), invisible programming values (bias arising from the 

specific perspective or value system of the programmer) and invisible complex calculations 

(computers performing calculations which are beyond human comprehension and therefore cannot 
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be validated). Interestingly, all three of these invisibilities have already arisen in the field of artificial 

intelligence and are the subject of ongoing ethical concerns.     

Johnson (2003) suggests that there are at least three ways to categorize ethical issues: according to 

the technology, according to the sector or according to ethical themes. In expanding on the approach 

of categorization using ethical themes, she identified some emerging issues which we are still 

grappling with today, namely ethics for computer professionals (we have multiple ethical guidelines 

but are they equivalent to law or merely ideals to strive for in a complex environment with competing 

priorities?), privacy (what data do we collect about people, how do we use it and how do we share 

it?), abuse (how do abuses in the cyber world compare to abuses in other contexts, and how should 

the punishments reflect the differences if any?) and internet issues (a catch all phrase referring to the 

question of whether the internet should be treated as distinctive from other contexts from an ethical 

perspective). As we shall see in this study, although much effort has been expended on research into 

emerging ethical issues, little in the way of concrete and unilateral answers have been arrived at. 

 

2.2.4 Interest in AI ethics 
 

Although there is a plethora of AI ethics guideline documents available presently, the explosion of 

interest in the study of AI ethics is relatively new and still topical. According to Wolf (2021), there has 

been a significant ramp-up in the interest in AI ethics since 2018 with the number of published studies 

only reaching significant volumes over the past few years since then. Table 1, reproduced from Wolf 

(2021) shows the count of Google Scholar citations with (“AI or “Artificial Intelligence”) and (“ethics” 

or “ethical”) in the title between 1985 and 2020: 

 

Table 1:Google Scholar citations covering AI ethics keywords in the title between 1985 and 2020 
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2.3 GUIDELINES AND PRINCIPLES TO MANAGE AI ETHICS 
 

 

The past few years have seen a rapid growth in the number of guidelines and principles for AI ethics 

deployment. These have been published by organisations ranging from private organisations, NGOs, 

governments, research institutions as well as international bodies. In a recent meta-analysis, Jobin, 

Ienca and Vayena (2019, p.389) found at least 84 unique sets of guidelines and principles and noted 

that more than 80% of the documents were released after 2016. The authors found that, while the 

plethora of guideline documents indicate strong interest in AI ethics from both the private and public 

sectors, it is concerning that some regions (Africa among them) are not equal participants in the AI 

ethics debate. 

The authors noted the difficulty in defining AI ethics uniformly by observing that no single principle 

emerged across all documents in the corpus researched. Five principles appeared in more than half of 

the sources consulted and, it is argued by the authors, these five principles represent a high-level 

consensus view of the AI ethics principles of most concern. The five principles are: 

1. Transparency - refers to initiatives to improve explainability, interpretability or disclosure 

concerning AI initiatives.  

2. Justice – is mentioned mostly in relation to fairness and the removal of bias or discrimination. 

3. Non-maleficence – this refers to the avoidance of potential risks or harms e.g., hacking.  

4. Responsibility – this refers to ensuring that AI products act with integrity and ensure that 

responsibility is clearly articulated (often interchanged with accountability). 

5. Privacy – refers often to both privacy as a value as well as a right. In most contexts, this deals 

with data protection and data security. 

It is further noted that, although there appears to be convergence towards these five principles, there 

is significant divergence in terms of relative importance, interpretation and links to actual 

implementation. There is a lack of clarity regarding how to resolve conflicts or tensions between 

ethical principles.  

Fjeld et al (2020) studied 36 particularly visible and influential documents presenting AI principles. The 

authors found that, while these documents address a similar overall purpose, there is a significant 

variation in terms of intended audience, depth of content, scope and composition. Fjeld et al (2020)  

notes that this is based on, in part, the fact that these documents are authored by a wide variety of 

actors representing a diverse set of stakeholders and perspective. The authors note, however, that 

there appear to be eight themes that predominate across the documents, namely privacy, 
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accountability, safety and security, transparency and explainability, fairness and non-discrimination, 

human control of technology, professional responsibility and promotion of human values. There is a 

further note in that study of the appearance that more recently released AI principles documents tend 

to incorporate all eight themes, pointing to an emergence of norms in the AI ethics field, at least 

among the included communities responsible for the creation of these documents. A caveat is that 

the documents covered by the study do not provide universal geographic coverage, with Africa being 

notable for its absence of any direct contribution to the documents reported on.     

The current study will focus on the implementation phase of AI solution development and an element 

of the study will explore the extent to which the case organisation provides practical support to 

practitioners to navigate through competing ethical values as they arise during implementation.   

Canca (2020) notes that there should be a distinction between core principles and instrumental 

principles. The author explains that core principles are derived from the widely used core principles 

of applied ethics, namely autonomy, beneficence and justice – these principles should be thought of 

as intrinsically valuable and are not derived from anything else. Instrumental principles should be 

considered to support the core principles and are only valuable to the extent that they help to uphold 

the core principles. The author contends that being able to identify core principles will make it easier 

to recognize whether an ethical challenge is being presented. 

Canca (2020) further notes that when categorizing published AI principles into the core principles of 

autonomy, beneficence and justice, there is a relatively consistent picture of weighting being given to 

each of them across both regions as well as industries. The authors also state that AI principles are 

meant to provide a starting point for ethics review and will also help to ensure that specific ethical 

concerns are not overlooked – however, they are not meant to be a full decision-making system that 

removes the need for in-depth analysis of especially complex scenarios.  

An interesting observation from Canca (2020) was the contention that there is still value in 

organisations setting up their own AI principles, despite the proliferation of existing guidelines and 

principles already in the public domain. The contention here is that organizations will be able to 

provide guidance on how to prioritise instrumental principles when core principles are in conflict.  
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2.4 PROFESSIONAL CODES OF CONDUCT 
 

 

Schwartz (2001) notes that various terminology such as codes of ethics, codes of conduct, mission 

statements and value statements have been used to refer to documents that provide guidelines for 

employee behaviour in the workplace. The author suggests that an accepted definition of a code of 

conduct is a “written, distinct, and formal document which consists of moral standards used to guide 

employee or corporate behaviour”. Schwartz (2001) underlines the prevalence of such codes of 

conduct by citing that over 90% of large US corporations as well as 86% of large Canadian corporations 

had codes of conduct in place at the time of the study. Schwartz (2001) further states that codes of 

conduct serve the following purposes: 

• Provide consistent standards for employees, 

• Avoid legal consequences, 

• Promote public image. 

Schwartz (2001) found that employees did not comply with codes of conduct because of self-interest, 

dissatisfaction, environment, company priorities, company interests and ignorance while they 

complied with codes of conduct because of personal values, fear and loyalty to the company.   

When looking into how codes influence behaviour, Schwartz (2001) introduced eight metaphors 

describing the ways in which codes of conduct influence behaviour: 

• As a rulebook, to make explicit what constitutes acceptable behaviour.  

• As a signpost, to give direction on who or what to consult. 

• As a mirror, to confirm what is acceptable or not. 

• As a magnifying glass, to indicate when caution may be required. 

• As a shield, to resist unethical influences. 

• As a smoke detector, to help warn others about unacceptable behaviour. 

• As a fire alarm, to report issues. 

• As a club, to enforce compliance is the face of potential sanctions. 
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2.5 SHORTCOMINGS OF GUIDELINES AND CODES OF CONDUCT 
 

 

In a comprehensive evaluation of the most prominent AI ethics guidelines published within the past 

five years, Hagendorff (2020) highlighted several significant shortcomings of the guidelines-based 

approach to AI ethics: 

• Omissions: while the guidelines generally cover accountability, privacy and fairness, they 

mostly fail to cover issues of malevolent AI, political abuse of AI, reducing social cohesion, lack 

of diversity, social and ecological costs of AI among other issues. 

• Ineffectiveness: according to empirical evidence, practitioners do not change their behaviour 

noticeably after reading AI ethics guidelines bringing into question the usefulness or impact 

of having guidelines at all 

• Lack of enforcement mechanism: ethical guidelines and codes of practice mostly take the form 

of non-binding ideals that practitioners need to keep in mind rather than actual, enforceable 

regulations. It is up to individuals and organisations to balance speed against ethical 

considerations with the outcome that ethics is often an afterthought. 

• Lack of clear accountability: with it generally being the case that no specific individual has final 

accountability for AI ethics decisions in AI product development, as well as a general lack of 

awareness of the bigger-picture consequences of technical decisions on society at large, AI 

practitioners do not appear to understand or take seriously the moral implications of work 

performed. 

• Societal benefit is not the primary reason for implementing AI systems: unlike other fields 

such as medicine or education, the primary reason for implementing AI systems is economic 

benefit – therefore, in decision making contexts, any other considerations are easily cast aside 

in favour of economic benefit.   

• Practitioners need to interpret exactly what is meant by each of the principles that should be 

adhered to, because of tenuous links between high level guidelines and actual practice. 

In the same paper, the author suggests at least two remedies which will be explored further during 

this study: 

• Introduce more technical explanations into the guidelines so that it becomes clearer what a 

specific principle or ideal means in terms of its impact on an AI implementation. 

• Create a closer link between ethics and science research communities so that AI ethics can 

succeed in the “real world” of AI implementation. 
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Mittelstadt (2019) noted that recent research suggested that AI ethics was converging on a set of 

principles that in some ways resembled the more established field of medical ethics. At first glance, 

this seems like a positive development since medical ethics are among the most well-known 

professional ethical principles. However, the author argues that principles may be insufficient to 

ensure AI ethics, citing the differences between the medical field and the AI field for this contention. 

These reasons are lack of professional norms (while medicine has a long history and a generally 

accepted view of what a practitioner should and shouldn’t do, AI developers can come from a variety 

of educational and cultural background with limited common understanding of what best practices 

look like), lack of fiduciary responsibilities (medicine has a broad common aim of better patient health 

while the same commonality of purpose is absent from AI development), absence of ways to translate 

the principles into practice (as mentioned earlier in this section by Hagendorff (2020)) and a lack of 

legal accountability in the field of AI ethics, when compared with medical ethics (as a consequence of 

disparate self-regulation attempts from various independent sources in the field of AI ethics).  

According to (Gogoll et al, 2021), one of the features of codes of conducts (CoCs) or guidelines is that 

they present values from a specific perspective – the authors identify the originator of the CoC, the 

addressed product and the target group of the CoC as being the three elements of perspectives that 

CoCs may pertain to and therefore reflect specific points of view or biases. In this vein, the authors’ 

further point out that the existence of these perspectives also mean that analysing these CoCs would 

not be complete without also analysing the perspectives from which they are authored. Furthermore, 

the authors provide examples of how the same value could be interpreted differently and with 

differing emphasis, based on the perspective of the originator of the CoC.  

 

Gogoll et al (2021) point out that the majority of CoCs agree on the core values yet differ on the details 

both in terms of definition of concepts as well as application specifics. The authors suggest that, 

because CoCs are based on values, and because these values are by their very nature high level and 

therefore underdetermined, a critical failing of CoCs is that they cannot be applied in practice. The 

authors further point out that CoC are usually overloaded with numerous different values, which often 

overlap, and practitioners are often able to “find” a convenient set of values within a specific CoC to 

fit their implementation into, irrespective of the nature of the practitioner’s actions.  
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Gogoll et al (2021) notes that the lack of detail in CoCs potentially leads to four different negative 

behaviours: 

1. Cherry picking – in many instances, it is necessary to choose between competing values, with 

no clear guidelines on exactly what the boundary value is at which practitioners should choose 

one value over the other. The choice of one value over the other then becomes an arbitrary 

choice, left in the hands of the practitioner – but with enough justification to defend almost 

any position taken. 

2. Risk of indifference – with broad sets of values and with the possibility that any action can be 

justified by even potentially contradictory values, there is a risk that practitioners may feel 

that they are allowed free rein to determine the outcome of any ethical choices based purely 

on their own intuition. 

3. Ex-post orientation – due to CoCs not having the ability to be distilled into practical action that 

can be inserted into the development process, there is a risk that ethical deliberations only 

taken place once a project is completed and are concluded to fit the already-developed 

solution rather than influence the nature of the solution itself.  

4. The desire for gut feelings – having a CoC may be as a result of a desire to reduce the ethical 

deliberation process into a heuristic, which is essentially a mental shortcut where we apply 

knowledge about similar situations from the past to deal with the current situation. The 

problem with applying heuristics in the moral domain is that previous situations may not fit 

exactly to the current situation and previously relied upon heuristics may therefore be ill-

fitting to the current situation under analysis. 

 

 

2.6 IMPACT OF CODES OF CONDUCT 
 

 

While it is generally accepted that codes of conduct have become much more prevalent in corporate 

governance structures, the research community is less equivocal about the benefits of such codes of 

conduct. Schwartz summarized the results of 19 studies and reported that eight studies found that 

codes of conduct were effective, two studies found weak relationships between codes of conduct and 

behaviour and nine studies found that there was no significant relationship between codes of conduct 

and behaviour. 
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The ACM’s Code of Ethics is one of the more widely recognized code of ethics in existence for software 

development practitioners – in a widely cited study, McNamara et al (2018) undertook a behavioural 

study to measure whether software engineering students and professionals altered their decision 

making, based on an explicit request to consider the ACM Code of Ethics in making decisions. The 

study found that there was no evidence to support the contention that the Code of Ethics influences 

decision making in the software engineering context. 

 

 

2.7 EVOLUTION TOWARDS MANAGING AI ETHICS IN PRACTICE 
 

 

Floridi (2019) notes that it is the right time to focus on the “how” of digital ethics, now that there is a 

plethora of guidelines that cover the “what” of digital ethics and there is the seeming convergence 

towards common concepts if not a common vocabulary. He expands on the transition from high-level 

principles to detailed, practical guidance by introducing five specific clusters of digital ethics risks that 

need to be understood and mitigated. These are: 

• Digital ethics shopping – since there are a multitude of AI ethics guidelines and mostly in the 

realm of soft law, this is a practice of retrofitting suitable principles (“mixing and matching” 

onto an existing process or behaviour to justify choices already made instead of making a 

genuine attempt to work towards a specific and public ethical standard 

• Ethics bluewashing – implementing marketing tactics to give the impression that one is a lot 

more ethically responsible than is really the case, including setting up ethics boards and 

committees with no real authority, all while keeping behaviours unchanged. 

• Ethics lobbying – publishing and pushing self-regulation guidelines in attempts to delay actual 

legislation that would create enforceable ethical principles and practices. 

• Ethics dumping - exporting research activities from jurisdictions where there is relatively 

stronger legislation in place to jurisdictions where there is relatively lax legislation in place, 

with the intention of carrying out research that would be considered unacceptable in the 

original context. 

• Ethics shirking – doing less ethical work if the perceived return from that work is lower in a 

given context. 
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Floridi (2019) also notes that making practitioners aware of these ethical risks could mitigate the 

potential of such risks materializing – this is because, in his opinion, this removes the “ignorance 

defence” and leaves only the possibility of genuine misunderstanding and poor judgements as reasons 

for implementing ethically questionable solutions.      

 

 

2.8 PRACTICAL STEPS TO MANAGING AI ETHICS 
 

 

In a recent study, Morley et al (2019) set out to create a practical guide to assist machine learning 

developers to apply AI ethics considerations at every stage of the machine learning solution 

development process. Noting that there is still a significant gap between the “what” and the “how” of 

AI ethics, the authors constructed a framework that ties specific AI ethics tools to different stages of 

the machine learning solution development process. In doing so, the stated aim of the researchers 

was to create a reference work (not necessarily claiming completeness) to 1) encourage the move 

from principles to practices and 2) highlight the areas where more research is still required.   

The authors noted that the initial results suggested: 

• There is too much focus on explicability, at the expense of other AI ethics considerations. 

Furthermore, many of the tools available for explicability are available in the testing phase 

which suggests looking to explain as-built rather than a priori. 

• There are few tools available to assess the impact of machine learning solutions on individuals 

and, fewer still are available to assess the impact on broader society. The link between a 

predicted outcome and a decision need not be automatic – it is still possible for people to 

translate the outcome of a predictive model into a decision and helping machine learning 

developers to build solutions that allow users more freedom to choose how predictions are 

used should enjoy increased focus. 

• Although there is already a plethora of tools, there is also a general lack of usability associated 

with these tools. Whether because of poor documentation or a lack of real-world testing, the 

result is that these tools are used less than they should be.     

Morley et al (2019) further suggests that a multi-disciplinary approach to AI ethics is likely to be 

beneficial on several fronts, including encouraging a more dynamic approach to ethics in line with 

machine learning system development processes as well as reducing the risks of designing in ethical 
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principles but not actually implementing them in the final product. Among the research focus areas 

noted, the evaluation of tools currently available and how they actually perform in practice was 

highlighted as well as the creation of a knowledge base of how tools have been used at various stages 

of the machine learning development process and what impact they had on the application of AI ethics 

principles.    

Mittelstadt (2019) further suggests that a top-down approach to AI Ethics (using principles and 

guidelines) should be complemented by case-studies of production AI systems, while also suggesting 

that the focus should shift from individual professional codes of AI ethics to organisational AI ethics 

where failures are attributed to institutions rather than individuals. Both observations related to AI 

ethics will be further explored in the current research study – RQ1 will provide insights into the types 

of AI applications being developed in a media company in South Africa while RQ3 will explore the 

extent to which organisational support is extended to individuals to manage AI ethics concerns.  

 

2.8.1 Involvement of different levels of decisions makers 
 

Gogoll et al (2021) highlight that there are multiple domains or levels of ethical decision making in the 

software development process (of which artificial intelligence solution development is a sub-set) and 

lists four levels of scope or domains of ethical decision making in an organisation: 

• Politics – Is society interested in the solution and is it legal? 

• Strategy – Is there a business case for the solution? 

• Product design – What specific features should the solution provide? 

• Development – how should the product features be implemented? 

The authors point out that practitioners are at the end of a chain of decisions and, in that regard, are 

at the mercy of decisions made higher up in the value chain. The decisions whether a product is legal 

to build or not lies with the business decision makers and not with the system developers. 

 

2.8.2 Involvement of other disciplines outside of computer science and engineering 
 

In their opinion piece on the most important emerging AI ethics issues, Wolf et al (2021) note that the 

first issue of concern is which decision makers have a “seat at the table” when AI design decisions are 

being made. The authors point out that typical AI design decisions are made by people who have a 

background in computer science and engineering. Although useful for product development, Wolf et 
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al (2021) suggest that these backgrounds do not adequately prepare people for the wide scope of 

decisions that need to be made to ensure that AI systems do not have wider negative societal impacts 

than designed for. As part of the research study, participants will provide input into both the 

composition of AI solution development teams as well as the levels at which decisions are made within 

AI solution development projects.  Wolf et al (2021) suggest that, in addition to computer science and 

engineering professionals being involved in AI design decisions, there should be representation from 

other disciplines such as sociology, law and economics to provide valuable and different perspectives 

that may broaden ethical considerations. 

While discussing the topics of fairness and equality in ML, Mittelstadt et al (2022) note that fairness 

in ML is a very active area of research. However, the authors also note that most of the effort spent 

on improving fairness of algorithms is being worked on in isolation, often without considering theories 

of equality and distributive justice that already exist in the fields of philosophy, politics and economics. 

The risk of this approach is that complex philosophical concepts are simplified into basic algorithmic 

implementation, which discard many of the nuances of the concepts that should be considered. In 

“sticking to what they know”, computer scientists and engineers run the risk of limiting their 

considerations to matters within their control, such as performance and outcomes of algorithms, 

instead of looking at the broader context within which their solutions are meant to operate. The 

suggestion from Mittelstadt et al (2022) is that AI developers and deployers need to engage with 

“messy” details outside of their fields of expertise, so that better overall solutions are built in the quest 

for fair and equal AI implementations.     

 

2.8.3 Introduction of ethical deliberation   
 

In highlighting some of the challenges with and shortcomings of codes of conduct, Gogoll et al (2021) 

suggest that we should move away from using codes of conduct and should rather introduce the 

concept of ethical deliberation into the software development process. The authors raise the concern 

that ethical considerations should not be an afterthought in the development process, but that these 

considerations should be part and parcel of the development process. Their contention is that ethical 

deliberation should be practised by the team developing solutions and should not be practised by 

committees or councils that are not close to the actual development of the solution. Gogoll et all 

(2021) make the important point that software developers should work within the area of competence 

and should inform relevant decision makers of ethical issues that are outside of their scope. It is 

interesting to note that this will enable the “fire alarm” metaphor, which was noted by Schwatrz 

(2021) when discussing the potential benefits of codes of conduct. 
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Gogoll et al (2021) note that introducing ethical deliberation into the software development process 

will encounter some challenges such as potential deceleration of time to market, questions regarding 

necessity and uncertainty over exactly where in the development process to implement such 

deliberations. On this positive side, the authors note that a product based on ethical deliberation may 

lead to better customer appreciation and loyalty and aligns well with the agile software development 

principle of reducing costs by preventing defects rather than fixing them. 

  

2.8.4 Introduction of checklists to broaden ethical considerations 
 

Canca (2020) made the point that complex ethical issues cannot be solved by merely relying on 

principles and guidelines. The author developed a tool called “The Box” that is interactive and 

navigates users through both a list of core principles as well as instrumental principles, to determine 

which of the principles are at play in each solution development scenario. Although the authors 

developed this checklist tool to help identify the relevant ethical concerns, their contention is that this 

is only a starting point and that complex scenarios require input from ethics experts that can draw on 

the relevant ethics theory.    

 

2.8.5 Comprehensive organizational support 
 

Winfield and Marina (2018) state that having professional standards and codes of conduct are an 

important starting point. However, they believe that this will only be effective if it is combined with a 

comprehensive ethical governance that includes strong institutional frameworks as well as principled 

leadership. The authors propose five starting points towards good ethical governance, namely: 

1. Publishing an ethical code of conduct for the organisation – this ensures that individuals 

within the organisation are aligned on what is expected of them in the unique context of the 

specific organisation. The code of conduct should also include a mechanism to raise ethical 

concerns via a responsible manner.  

2. Providing ethics and responsible innovation training for everyone in the organisation. 

Importantly, the authors make the point that ethics should not be added to existing 

processes, but should be integrated in a holistic manner into the ways of working. This is in 

line with the commentary of Gogoll et. al. (2021), covered in section 2.7.4, regarding the 

infusion of ethical deliberation into the software development process. 
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3. Practising responsible innovation, including the participation of a wider range of 

stakeholders, the performance of ethical risk assessments, follow ups to action outcomes 

from ethical risk assessments and tools to undertake such assessments. 

4. Practising transparency about ethical governance by not just claiming to be ethical but by 

showing exactly how the organisation is ethical in practice. Specific examples of this include 

publishing an ethical code, publicising membership of any ethics boards and sharing case 

studies of ethical risk assessments undertaken. 

5. Valuing ethical governance rather than creating ethical governance frameworks as a 

smokescreen or to provide ethics-washing cover. 

In this research study, RQ2 will explore the nature of the support provided to practitioners, at the case 

study organisation, to understand and to manage AI ethics considerations, the degree to which such 

considerations are managed at an individual level versus at an organisational level, as well as the 

perceived outcomes and effectiveness of managing such AI ethics concerns.   

 

 

2.9 PROMOTING ETHICAL EXCELLENCE 
 

 

In an essay on the importance of promoting ethical excellence in organisations, Cohen (2013) argues 

that it is much easier, though not necessarily more effective, to set a minimum ethical standard 

through the implementation of accountability systems than it is to foster a culture of responsible 

decision making. While accountability systems are important and serve the purpose of primarily 

detailing exactly how individuals met the basic compliance requirements for a specific situation, there 

are significant shortcomings with this approach. The author notes that setting up systems of 

accountability essentially set a baseline for the minimum acceptable compliance, without defining 

what excellence is represented by. This means that it is often possible to comply with the 

requirements of an accountability system while ignoring many pertinent items because they do not 

fall within the scope of what the accountability system requires from the individual concerned. Since 

these considerations are outside the scope of accountability systems, people are disincentivised from 

taking a broader look at any ethical considerations since it “doesn’t count for anything” in terms of 

how they are measured – in extreme cases, it may even lead to people ignoring known ethical 

concerns because they falls outside the scope of the accountability system. 
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In a similar vein to the proposal to introduce ethical deliberation into the software development 

process, discussed in 2.7.3, Cohen (2013) suggests that people should be rather given responsibility 

for ensuring ethically responsible decisions are made, knowing that they have the support of their 

management instead of being given a formulaic methodology of addressing ethical concerns. In the 

current study, RQ3 will explore whether respondents resolve AI ethics concerns via pre-defined 

templates, or whether they exercised their own judgement to resolve such tensions. RQ3 will further 

explore whether perceived outcomes differed based on the approach followed.       

 

 

2.10 THE ROLE OF WORKERS IN AI ETHICS 
 

 

In their chapter on the role of AI workers in AI governance, Nedzhvetskaya and Tan (2022) propose a 

harm response model that seeks to highlight the dependencies and power dynamics in AI-related 

harm reporting. The model proposed is reproduced in Figure 2 below. 

 

Figure 2: Nedzhevetskaya and Tan (2022) - Harm response model 

According to their assessment, much of the research on AI ethics available today has focused on the 

identification of harms (Step 1 in their process model), through heuristics, toolboxes and checklists. 

However, additional work is required to assess the interdependencies between identification of 

harms, governance decisions and responses. As part of the research questions in this study, we will 

seek insights in the mechanics of all three stages of the harm response model in the case organisation. 

Questions in the research survey will cover the prevalence and identification of AI ethics tensions, the 

support provided by organisations to understand these tensions as well as to manage these tensions 

as well as the split between individual, team and external responsibilities in these processes. 
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Furthermore, the survey will extend beyond the model above by exploring the perceived outcomes 

from implementing responses as well as the perceived effectiveness of responses.       

 

 

2.11 THE PREVALENCE OF AI ETHICS TENSIONS 
 

 

Whittlestone et al (2019a) suggest that it is encouraging that the research community seems to be 

converging on five key AI ethics principles because this allows for much broader and more complex 

ethical issues to be narrowed down into a few important themes. However, the authors note that 

principlism in applied ethics has some well-noted shortcomings: 

• Principles are high level and general and lend themselves to a checklist but are not 

particularly suitable at a practical level in terms of guiding action. 

• Principles are high level and can be broadly interpreted so they inevitably come into conflict 

with each other. 

• As a result of their often-broad definitions, principles lend themselves to differing 

interpretations and are also subject to differing interpretations based on varying cultural 

norms and the specifics of individual scenarios.  

The authors further suggest that the focus should rather shift from principles to exploring the tensions 

that arise when putting the principles into practice with a view to identifying, then exploring these 

tensions. Four reasons for focusing on tensions are provided: 

1. Bridging the gap between high level principles and practice by highlighting how different 

values may come into conflict in practice and suggesting standards and regulations that help 

to apply principles in different scenarios. 

2. Acknowledging that values may be interpreted differently by different groups and meanings 

of principles may differ among different groups. 

3. Highlighting areas where there are gaps that need to be covered by researchers or policy 

makers. 

4. Identifying ambiguities and knowledge gaps in our understanding of AI and its full effect on 

society so that we can refine research agendas with the hope of closing these gaps.  
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Whittlestone et al (2019a, p199) elaborate on this by identifying four key tensions that are likely to 

arise in AI applications and which will be explored further in the current study: 

Improving quality of services versus respecting privacy and autonomy 

In AI/ ML applications, data is a required input, and the general rule is that the more data provided, 

the more accurate or useful the application will be. While these applications provide improvements 

in performance with additional data, this by necessity means that individual privacy is impacted by the 

increasing amount of data provided. Collecting more data also necessitates obtaining broader levels 

of consent which has negative implications for individual autonomy and privacy. 

   

Enhancing accuracy of predictions versus ensuring equality and fairness 

Algorithms can make better predictions and decisions with more data. However, having such 

improvements in accuracy available may result in unfair treatment of specific groups either because 

of a lack of data about groups or because of biases or skews in the process of collecting data about 

specific groups. For example, it is well documented that machine learning algorithms for facial 

detection perform better on light-skinned population groups due to skew in training data applied to 

most systems. Perkowitz (2021) provides a summary of some of the challenges inherent in facial 

recognition training data. Mittelstadt et al (2022) make the important point that equality and fairness 

need to be measured broadly, not only in terms of fairness to underrepresented groups but also 

fairness to overrepresented groups. The author explains that a quest to improve the lot of 

marginalized groups cannot be done at the expense of other groups – in other words, ensuring 

performance across the board is worse just to ensure equality of outcomes is a substandard outcome 

for AI solutions. 

   

Increasing personalisation versus enhancing citizenship 

One of the most often-touted benefits of machine learning systems is the ability to offer greater 

personalisation, whether this is for items to buy, television shows to watch or services to consume. 

Unquestionably, there is much consumer benefit to be harvested by the increase in personalisation. 

However, we run the risk of creating divisions in society if we increasingly segregate people into 

smaller-and-smaller groupings based on data gathered from them through their interactions with 

various systems and services. 

 

Using more automation versus promoting dignity 

In the corporate environment, automation of processes or tasks through the implementation of 

machine learning systems promises to improve efficiencies and reduce costs – which will have a 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



26 
 

positive impact on corporate profits. However, increasing automation may result in changes to the 

notion of creative tasks being the exclusive domain of humans e.g., creating visual art. Recent 

advances in generative AI solutions (e.g., Chat GPT) have already brought such questions to the fore 

of public debate (World Economic Forum, 2023). Increasing automation also runs the risk of 

accelerating the deskilling of people from jobs which are within the capabilities of AI systems. 

 

RQ2 will assess the extent to which each of the above tensions are present in applications developed 

at a South African media company. RQ3 will focus on how these tensions are managed, both by 

individuals and the organisation, when they arise during such AI solution development initiatives. 

Whittlestone et al (2019b, p13) also identify deeper understanding of current technological 

capabilities and real-world use cases as being important to both understanding the potential impact 

of AI as well to understanding the different perspectives of different groups regarding commonly used 

concepts and terminology. RQ1 will detail the types of AI applications being developed in a South 

African media company, with specific information on the roles involved in project delivery, the 

duration of projects, the types of technologies used, the team composition, project focus and project 

outcomes.   

 
 

2.12 GAPS IN THE LITERATURE ADDRESSED BY THE CURRENT STUDY 
 

 

AI ethics remains a field of research in its infancy at the point of authoring this report. While significant 

effort has gone into creating high level guidelines for codifying AI ethics principles, relatively little work 

has been produced on the practical implementation of such guidelines in organisations in the private 

sector.  

Before we progress in the field of AI ethics, it is a pre-requisite that we have a better understanding 

of AI solution development itself, so that we know better the characteristics of what we are applying 

AI ethics principles and practices to in the first place. For competitive advantage and other reasons, 

relatively little information is disclosed publicly by large corporations about their AI solutions 

development efforts. Usually this is only done to support marketing of AI solutions, that are being sold 

as products. Very little is published by large corporations related to how they staff AI solution 

development projects, how long these solutions typically take to develop, what combinations of 

technologies are used, how corporates acquire the technologies and skills required to implement 
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these solutions, what the primary focus of AI initiatives is and success and failure rates of such AI 

initiatives. With specific reference to geography, from an African and South African perspective, no 

empirical data has been published to date on AI solution development characteristics such as those 

mentioned above.  

Thus, from an AI ethics perspective, very little empirical data is available on exactly how people 

manage AI ethics in practice in large corporations. We know about the AI ethics principles and guiding 

practical frameworks of the largest technology corporates (Pichai, 2018; Crampton, 2022). However, 

very little to nothing is shared by those same corporates about how they operationalize these 

frameworks on actual projects. As an example, the extent to which AI ethics tensions are present in 

AI solution development in industry has not been disclosed via any empirical studies at the time of 

writing in early 2023. Similarly, the manner of managing such tensions is not well documented and 

the split between organisational and individual responsibility for managing such ethics tensions has 

not been documented. Finally, the impact and outcomes of managing AI ethics tensions in the private 

sector has been very lightly covered by existing academic literature, if at all. The current study will aim 

to address some of these gaps in the literature to the degree possible with a case study of a large 

organisation in the media industry in South Africa. Empirical data has been collected on the topics of 

AI solution development as well as practical management of AI ethics tensions, which this research 

report presents. 
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2.13 CONCLUSION 
 

 

The literature included in this chapter presents a background to the study of AI ethics pertinent to the 

research topic. Foundational terminology is presented, after which the evolution of AI ethics is traced 

at a high level. The development of AI ethics guidelines is reflected upon, as well as the limitations of 

a guidelines-based approach to AI ethics.  

The move towards managing AI ethics in practice is covered together with some practical 

interventions that have been proposed in the literature to manage AI ethics. The role of individual 

judgement versus compliance to ethics policies is discussed, as well as the role of workers in reporting 

AI harms. Finally, AI ethics tensions are explored with four tension pairs explained. Gaps in existing 

literature coverage are noted – the current study will aim to address some of these gaps in the 

published literature. 

The following chapter will present the research methodology for this study, including the research 

aims and the research questions.  
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3. RESEARCH METHODOLOGY 
 

 

3.1 AIMS 
 

 

The primary aim of this research study is to survey the prevalence and management of four pairs of 

AI ethics tensions in AI applications being developed in a South African media organisation. An 

additional aim of the study is to critically analyse, via a literature review, the splitting of responsibility 

for managing AI ethics tensions between individual practitioners and the organisations they are 

employed by and to use this analysis to inform the recommendations for the development of an AI 

ethics tensions management framework. In support of the primary aim, a further aim of this study is 

to identify the types of AI applications being developed in the case organisation as well as to identify 

pertinent characteristics of such AI applications to address existing gaps in the literature related to 

actual AI applications that are being developed now in industry.  

 

 

3.2 RESEARCH DESIGN 
 

 

The study will follow a cross-sectional survey design. Surveys will be self-administered via an online 

link that will be provided to participants. Cross-sectional surveys allow for the measurement of 

potentially large numbers of variables at a single point in time. Such surveys benefit from strong 

external validity due to the collection of data directly from the field but they have limited internal 

validity due to the point-in-time nature of this type of survey, resulting in an inability to characterize 

cause and effect relationships adequately (Bhattacherjee 2012, p.39). Bhattacherjee (2012) also 

points out that surveys suffer from several potential biases that have an impact on the validity of the 

research including non-response bias, sampling bias, social desirability bias, recall bias and common 

method bias (pp. 80-82).    
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3.3 RESEARCH SETTING 
 

 

Multichoice Group has been selected as the media organisation that will be the subject of this case 

study. Multichoice Group is considered a suitable research case for the following reasons: 

• A large and active AI / machine learning community exists within the organisation, who may 

be able to participate in this study. This will provide a range of perspectives across the AI 

solution development lifecycle, from both technical as well as business-related perspectives. 

• A diverse set of AI solutions are being developed or used within the organisation to address a 

multitude of business problems – this provides an opportunity to address some gaps in 

literature regarding actual AI use cases that are used by a South African media company. 

• AI use cases are in various life cycle stages (in concept, in development and in production) 

which affords the opportunity to assess the perceived impact of ethical considerations at 

various points in the AI development process. 

 

 

3.4 RELIABILITY 
 

 

In social science research, reliability refers to the consistency of measurements (Drost, 2011) – when 

performed by different people, at different times and under different conditions. There should be an 

expectation that we get the same results if the measurement instruments have high reliability. 

Measurements can be subject to systemic errors or random errors – random errors will have the 

potential to impact reliability while systematic errors have the potential to impact validity. 

According to Drost (2011), reliability is most estimated using measures of association via the 

correlation coefficient, otherwise referred to as a reliability coefficient. Reliability can be measured 

using a variety of options, including test-retest reliability, alternative forms, split-halves, inter-rater 

reliability and internal consistency (Drost, 2011). Each of these methods will be briefly described in 

the paragraphs below. 
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3.4.1 Test-retest reliability  
 

In test-retest reliability, the test is for stability across measurement sessions – i.e., temporal stability. 

The given instrument is administered to the same group of respondents twice, with the correlation 

between the attempts providing test-retest reliability (Drost, 2011). Test-retest as a technique suffers 

from limitations based on whether the interval between testing is too short (memory recall may affect 

the responses if remembered answers play a role in the second session of answers) or too long (the 

subject of the testing may be exposed to new information which may change their responses 

compared with the initial test session) (Drost, 2011). 

 

3.4.2 Inter-rater reliability 
 

Inter-rater reliability measures the reliability of each rater or the combined consistency of each rater’s 

judgements (Drost, 2011). We are able to use the correlations between the ratings of individual judges 

to determine to reliability of each rater.  

 

3.4.3 Split-half approach 
 

In the split-half approach, two new tests and two new measures are created, each consisting of half 

of the original items, but both measuring the same behaviour (Drost, 2011). The advantages of the 

split-half method is that 1) it is not subject to memory effects, 2) it is usually cheaper to execute and 

3) it does not require extended periods of time to collect test data (Drost 2011).  

 

3.4.4 Internal consistency  
 

Internal consistency refers to the degree of reliability of the constituents of the test instrument, it 

denotes how well a set of items measure a specific characteristic in a test (Drost, 2011). The measure 

of internal consistency is based on the average correlations between the single items in the test. 

Cronbach’s alpha, or correlation alpha, is the most popular method of testing for internal consistency. 

Cronbach’s alpha is useful for estimating reliability when the existence of a single factor has been 

determined (Drost, 2011).  
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3.4.5 Factors affecting test reliability 
 

Factors that affect the reliability of a test can broadly be divided into two categories, namely errors 

within a test and errors or variations between tests (Drost, 2011). The author further explains that 

errors within a test may be due to guessing, errors in sampling, administrative errors, missing out 

questions or failing to understand the actual question while errors between tests may be due to 

differences in content between two tests or changes to an individual’s stance towards the test content 

between two iterations of a test.  

   

3.4.6 Steps to improve reliability 
 

Drost (2011) provides several suggestions to improve the reliability of a test. These suggestions are 

noted below, together with a summary of how these suggestions are incorporated in the current study 

to improve reliability of the test instrument. 

Reliability improvement suggestion How this is implemented in the current study 

Write clearly Tests are implemented using Microsoft Forms online to 

improve user experience 

Include clear instructions All sections have clear instructions, and some questions 

have hints 

Provide training for respondents Examples are provided to further illustrate concepts 

Make tests longer  The survey consists of 53 questions 

Table 2: Improving reliability of tests – suggested by Drost (2011) 

 Bhattacherjee (2012) also provides suggestions to improve the reliability of a test. These suggestions 

are noted below, together with a summary of how these suggestions are incorporated into the current 

study to improve reliability of the test instrument. 
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Reliability improvement suggestion How this is implemented in the current study 

Replace data collection techniques that depend 

on researcher subjectivity 

Questionnaires are implemented online, with 

data collected directly from participants 

Ask only those questions that respondents may 

know the answers to 

Sampling technique only selects people who 

have worked on AI projects previously at 

Multichoice 

Avoid ambiguous items in your measure Questions have been delineated as much as 

possible to answer only a single item each 

Simplify the wording Measure was tested on a pilot audience before 

deployment and suggestions incorporated 

Table 3: Improving reliability in tests - suggested by Bhattacherjee (2012) 

 

3.5 VALIDITY 
 

While reliability measures the degree to which measurements are repeatable across test iterations, 

validity measures whether the test is meaningful i.e., whether the test is measuring what it sets out 

to measure (Drost, 2011). Each of the four types of validity are discussed briefly below. 

 

Internal validity 

 

Internal validity stems from the question of, given that there is a relationship between variables 

established by a study, is the relationship causal? Drost (2011) lists several threats to internal validity, 

including “history, maturation, testing, instrumentation, selection, mortality, diffusion of treatment 

and compensatory equalisation, rivalry and demoralisation”.  

 

External validity 

 

External validity refers to generalisability of relationships i.e., if a study finds a causal relationship 

between two constructs, how generalisable is this across different contexts, times and respondents 

(Dross, 2011). Generalisation to a specific target population is different to generalising across 

populations (Dross, 2011). If a specific target population has been mentioned in research objectives, 
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external validity determines whether the research objectives have been met. External validity is also 

used to determine whether research findings can be generalised.  

 

Construct validity 

 

Construct validity refers to how well a research construct has been operationalised into a research 

instrument (Dross, 2011). The authors note that proving validity requires providing evidence across 

six types of validity, namely “face validity, content validity, concurrent and predictive validity, and 

convergent and discriminant validity”.  

 

Statistical conclusion validity  

 

This refers to whether a relationship exists between two variables (Drost, 2011). The author lists 

several threats to statistical conclusion validity, including “low statistical power, violation of 

assumptions, reliability of measures, reliability of treatment, random irrelevancies in the experimental 

setting, and random heterogeneity of respondents”. 

   

3.6 SAMPLING 
 

According to Bhattacherjee (2012), sampling refers to the statistical process of choosing a subset from 

a population of interest so that one can make observations as well as statistical inferences about the 

population. In Daniel (2012), sampling is defined as “the selection of a subset of a population for 

inclusion in a study”. Bhattacherjee (2012) notes that sampling is required to ensure feasibility and 

cost constraints are met in social science research – however, it is required that researchers ensure 

that the sample chosen is representative of the population of interest, to support generalization of 

findings. Invalid inferences may result if samples are incorrectly chosen or are biased. 

 

 

 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



35 
 

Population 

Bhattacherjee (2012) defines a population as all units of analysis containing the characteristics that a 

researcher wishes to study or draw scientific inferences from. The author notes that a unit of analysis 

may be a “person, group, organization, country, object, or any other entity “. 

 

Sampling design 

Sampling design can be either single stage or multistage, also referred to as cluster sampling (Creswell, 

2009). The author notes that single-stage sampling is appropriate when the researcher can sample the 

people directly (for example, if the researcher has access to the names of the people in the population) 

while cluster or multistage sampling is appropriate when groups need to be identified first, before 

names of people can be obtained from within those groups that will be sampled. In the present study, 

single-stage sampling was appropriate since names and contact details (email addresses) of individuals 

making up the population of interest were directly accessible to the researcher. 

  

Sampling frame 

The sampling frame refers to an accessible portion of the target population from which a sample can 

be drawn (Bhattacherjee, 2012). The author notes that this can be in the form of a list, with contact 

information of some sort. The purpose of a sampling frame is to denote a practical target sample for 

the study, when sampling the entire population is not realistic (Bhattacherjee, 2012). The author 

further notes that a sampling frame may not be representative of the population – in this case, one 

needs to be careful not to generalize findings from a sample to the entire population.  

According to Fowler (2009), sampling frames have three characteristics that need to be understood 

and evaluated: 

1. How comprehensive it is in covering the target population. 

2. Whether it is possible to calculate the probability that a unit in the population will be selected. 

3. The efficiency with which elements of the target population can be found within the frame. 

The author notes that email addresses within a business context are a good example of a 

comprehensive source of population information, given that people employed by a business would 

almost universally have access to an email address provided by the employer. 
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Sampling techniques 

In the most general terms, sampling techniques either fall into the category of probability sampling or 

non-probability sampling. Bhattacherjee (2012) notes that probability sampling lends itself to 

generalization of results – however, non-probability sampling is justified in specific circumstances.  

 

Probability sampling 

In probability sampling, every unit in a population has a non-zero chance of being selected in the 

sample, and it is possible to determine this probability accurately (Bhattacherjee, 2012). The author 

notes that there are two attributes which are common to all types of probability sampling, namely 1) 

that every element in the population has a known, and non-zero, chance of being sampled and 2) 

there is random selection at some point in the sampling procedure. Bhattacherjee (2012) notes that 

types of probability sampling include simple random sampling (all subsets of a population have an 

equal probability of being selected), systematic sampling (elements are selected at regular intervals 

after the sampling frame has been ordered according to a selected criteria), stratified sampling (simple 

random sampling is performed after the sampling frame has been divided into non-overlapping 

subgroups), cluster sampling (dividing a population into more convenient clusters, select clusters 

randomly but sample all units in a cluster), matched-pairs sampling (dividing a population into two 

sub-groups based on a specific criterion then performing random sampling in one group with a 

suitable match from the second group) and multi-stage sampling (a combination of any of the above 

techniques in series in the same study, based on the requirements of the study). 

 

Non-probability sampling 

In non-probability sampling, some elements of a population have a zero chance of selection, or the 

probability of selection cannot be evaluated accurately (Bhattacherjee, 2012). The author lists 

convenience sampling, quota sampling, expert sampling and snowball sampling as examples of non-

probability sampling techniques. 
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3.7 PARTICIPANT SELECTION CRITERIA 
 

 

 

The participant selection criteria are designed to ensure that 1) accessibility to participants for the 

purpose of this research project is reasonably practical within the time constraints of this research 

undertaking and, 2) that some of the bias mitigation strategies for managing survey research design 

are employed effectively.  

With regards to accessibility of research participants, the criteria included are that each participant 1) 

must still be employed within Multichoice at the time of administering the survey and 2) must have 

access to a Multichoice domain email address via which all communications will be undertaken (so 

that they can be contacted initially as well as so that follow up communications can be easily 

implemented).  

With regards to bias mitigation strategies, current employment at Multichoice may help with reducing 

non-response bias (through endorsement of the research from the Group CIO as well as the ease of 

implementing follow-up requests) while the requirement for participants to have been actively 

involved in at least one recently completed AI project within Multichoice may also help improve non-

response bias through higher relevance of content (Bhattacherjee (2012, p. 81). 

Direct involvement in an AI project, in the context of this research study, means that the participant 

must self-identify as having held one of the following roles during the AI project: 

1. Data Scientist 

2. Executive 

3. Other Technical Professional 

4. AI Engineer 

5. Software Engineer 

6. Business Stakeholder 

7. Other Non-Technical Professional 

8. Data Engineer 
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To be included in the study, participants must also consent both to participate in the research study 

as well as to the sharing of their anonymised data for the research report as well as subsequent 

academic publications. 

 

 

3.8 RECRUITMENT OF PARTICIPANTS 
 

 

Participants were selected using expert sampling, a non-probabilistic sampling technique. According 

to Bhattacherjee (2012, p. 69), expert sampling is a technique that is applicable where respondents 

have a specific expertise on the phenomenon being studied. In this case, respondents were selected 

based on their prior exposure and participation in AI product development at Multichoice. Figure 3. 

shows the participant recruitment process followed for this research study. 

 

 

Figure 3: Participant selection and interaction flow 
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AI product managers at the case organisation, Multichoice, are responsible for maintaining the 

roadmap of all AI initiatives undertaken across the organisations. They are therefore best positioned 

to provide insights into likely participants for this type of research study. After sharing the research 

study brief with the AI product managers, a list of employees who either form part of the AI 

community or who have recently participated in AI projects at Multichoice was identified.  

Email invitations were sent out to this list of employees, requesting participation in the study. It was 

noted in the invitation that participation in the study was voluntary and that the results from the study 

would be shared with respondents at the conclusion of the study. Respondents were provided with a 

link at which the survey could be completed. Upon accessing the link, all respondents were required 

to confirm both consent to participate in the research study as well as consent to share data for the 

purposes of further analysis during the study, as well as for storage purposes according to the 

requirements of the University of Pretoria. 

  

 

3.9 ETHICAL CONSIDERATIONS 

 
 

  
An application was submitted online and was approved by the Research Ethics Committee of the 

Faculty of Humanities at the University of Pretoria (Reference number: HUM005/0421).  

Permission to conduct the research study within Multichoice was provided by the Group CIO of 

Multichoice Group on the 24th of April 2021. 

Each participant was invited to participate in the research study and provided with an explanation of 

the research context as well as the option to not participate in the research study. A letter of 

introduction and informed consent was supplied to each participant via email to their registered 

Multichoice domain email address. Furthermore, each online questionnaire contained a first section 

which requested confirmation of permission to participate in the study as well as confirmation that 

the participant’s data could be used in an anonymised manner in subsequent academic publications. 

To minimize risk of data leaks related to personal information and to comply with the POPI Act, no 

personally identifiable information, such as name, employee number or national identification details 

was collected from participants.   

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



40 
 

3.10 MATERIALS 
 

 

The purpose of a pilot phase in a research study is to ensure that the responses received are in line 

with what the researcher is expecting to achieve from the study i.e., ensure that questions perform as 

expected, but not pre-empt or predict the results of the study (Pickard, 2017). The survey was piloted 

with two participants, each participant occupying different roles within the organisation, and each 

having been involved in at least one previous AI product development project. It was confirmed that 

participants were able to understand the nature of AI ethics tension pairs from the examples provided 

at the beginning of each section related to the tension pairs. 

The questionnaire consisted of seven sections.  

Section One captured the informed consent confirmation from the participants as well as the 

permission to use anonymised participant data for future academic publications.  

Section Two captured information about the participant’s level of work experience, both generally as 

well as with AI solutions specifically, in addition to information about the participant’s role in the 

identified AI product development project. 

Section Three captured details about the nature of the AI product development project. This included 

information about the role fulfilled on the project, the project duration, duration of involvement, 

nature of AI technology used, nature of the business objectives of the project as well as the 

composition of the project team.  

Sections Four to Seven captured information related to the participant’s experience of each of the 

four identified AI ethics tension pairs during the AI product development project. A real-world 

example of each tension pair was provided at the beginning of each of the Sections Four to Seven to 

provide further context to the research participants. 

 

 

3.11 DATA COLLECTION METHOD  
 

 

The surveys were administered online using the Microsoft Office Forms online functionality, available 

at https://forms.office.com/ . Participants who indicated willingness to participate in the study were 
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sent a link to the online survey. Individual and group reminders were sent to participants to help 

improve the response rate.  

 

 

3.12 LIMITATIONS OF SURVEY DESIGN 
 

 

Bhattacherjee (2012, p. 35) notes that the quality of a research design can be assessed in relation to 

four attributes:  

1. Internal validity, which examines the nature of the cause/effect relationship between 

independent and dependent variables. It is noted that laboratory experiments may have 

strong internal validity due to the ability to manage temporal precedence effectively while 

field surveys have poor internal validity because of the inability to distinguish between cause 

and effect.  

2. External validity, which refers to the ability to generalize observations from a sample to a 

larger population. Here, it is noted that survey research has strong external validity due to the 

data collection being based in the “real world” with a variety of participants. 

3. Construct validity, which relates to how well the measurement scale is measuring the 

theoretical construct that is the subject of measurement. 

4. Statistical conclusion validity, which examines the degree to which any conclusions derived 

using statistical processes is valid. This validity dimension is concerned with questions such as 

whether the correct statistical method was used as well as whether sample size requirements 

were met.  

Bhattacherjee (2012, p.39) notes that field surveys have limited internal validity due to the point-in-

time nature of this type of survey, resulting in an inability to characterize cause and effect relationships 

adequately. Bhattacherjee (2012, pp. 80-82) also points out that surveys suffer from several potential 

biases that may have an impact on the validity of research including non-response bias, sampling bias, 

social desirability bias, recall bias and common method bias. On the other hand, the author notes that 

field surveys have strong external validity, allow for the capture and control of many variables and 

allow for the study of a problem from multiple perspectives.  
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In choosing a cross-sectional field survey as the research design for the current study, the researcher 

has noted the respective strengths and weaknesses of the survey research method while 

acknowledging the following actions which have been taken to minimize the impact of the drawbacks 

of this research method: 

1. Non-response bias – refers to the challenge to validity of a research design if most 

respondents do not respond to the survey. Bhattacherjee (2012, p. 80) notes that this is a 

common concern in survey research, but also notes several strategies to mitigate this 

drawback. In the current study, the research workflow includes many of the listed strategies 

to improve the response rate, namely 1) advance notification; 2) relevance of content; 

respondent-friendly questionnaire; endorsement; follow-up requests; confidentiality and 

privacy. 

2. Sampling bias – refers to the problem of selecting a sample that does not adequately 

represent the intended population. To mitigate this bias, the research workflow includes 

sampling all participants in qualifying AI product development projects, not just engineers 

or managers for example.  

3. Social desirability bias – refers to the avoidance of controversial or negative responses in 

order to paint a better picture than the reality. While Bhattacherjee (2012, p.81) suggests 

that it is difficult to eliminate this bias, the anonymous nature of this survey provides as 

much opportunity as possible to minimize this effect.   

4. Recall bias – refers to a subject’s memory, motivation and ability (Bhattacherjee (2012, 

p.82). To mitigate this bias, the survey is designed to reference a specific project 

(participants are required to choose only one project to base their answers on). Participants 

are also required to capture the elapsed time between completing the project and 

answering the survey. 
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3.13 DATA COLLECTION 
 

 

Participant responses were collated on the Microsoft Office Forms online website. At the conclusion 

of the data collection period, the summary of the responses was downloaded from the website in 

Microsoft Excel format for further analysis.  

The questionnaire consists of the following sections: 

• Cover page, including description of the study, explanation of procedures, benefits, 

confidentiality, use of participant data, withdrawal without prejudice, further questions and 

follow-up as well as contact details of the author. 

• Section One: Informed Consent – this is a mandatory section to complete. No further 

responses to the survey are recorded if the respondent does not agree to grant permission to 

participate in the survey as well as for responses to be used in the research report and 

subsequent publications. 

• Section Two: Participant details – this section collects demographic data about the 

respondent. 

• Section Three: Project details – this section collects information about the project reported 

on by the respondent. 

• Sections Four-Seven: Captures information about the prevalence and management of the four 

tension pairs that are the subject of this research study. 

A total of 53 questions are included, across all sections.  

 

Mandatory response field to improve data reliability 

The questionnaire has been configured such that all responses are mandatory – this means that all 

responses received have a complete questionnaire with no questions left blank or unanswered.   
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3.14 DATA STORAGE AND SECURITY 

 
 

  

During this research project, all data collected will be stored online in the personal Microsoft accounts 

of the principal researcher. Since the data will be collected using Microsoft Forms online functionality, 

it will be protected by the standard features of Microsoft Forms, which includes protection of data at 

rest as well as data in transit. Further details of the security used can be found at this link: 

https://support.microsoft.com/en-us/office/security-and-privacy-in-microsoft-forms-7e57f9ba-

4aeb-4b1b-9e21-b75318532cd9  

During submission of the final research report, all data collected during this research project will be 

shared with the University of Pretoria in a zipped and password-protected file. It is required that this 

data is stored for a period of 15 years.  

 

  

3.15 DATA EXTRACTION AND ANALYSIS 
 

 

The downloaded response file obtained from Microsoft Office Forms online website provides both a 

collation of all responses on a per-respondent basis as well as a collation of all responses on a question-

by-question basis. 

Descriptive statistics were used to analyse the data provided by participants in Section Two 

(Respondent Details) and Section Three (Project Details).  

Inferential statistics was used to analyse the data provided by participants in Sections Four to Seven 

(AI Ethics Tensions Details). 

 

 

3.16 VARIABLES: DESCRIPTIVE 
 

 

Descriptive surveys serve the purpose of helping to characterise a situation and to look for patterns 

within the sample group (Pickard, 2017). According to the author, the data usually gathered is a 
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combination of counts and measurements – we make use of descriptive statistics to analyse these 

types of surveys. Within the current research study, the descriptive element helps to answer the 

research question on the types of AI applications being developed today, as well as the prevalence of 

AI ethics tensions in AI application development.  

 

3.16.1 Demographic information 
 

To characterise the respondents to the survey i.e., people who are working or have worked on recent 

AI solution development, the following variables are noted. Descriptive statistics were performed on 

these variables, which will be discussed in Chapter Four. Each variable is listed below, together with a 

brief explanation of the variable.   

 

Years of work experience  

The overall number of years of work experience reported by the respondent. 

  

Years of work experience at Multichoice Group 

The total number of years of work experience specific to Multichoice Group. 

 

Years of experience working with ML applications 

The total number of years of work experience working with ML applications, across all organisations. 

 

Primary role 

The primary role held by the respondent. 

 

Business unit reported to 

The business unit that the respondent was part of at the time of completing the project that is being 

reported on. 
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3.16.2 Project information 
 

Answering RQ1 provides insights into the types of AI applications being worked on in a media company 

in South Africa. To fully characterise these AI applications, information has been gathered on the 

nature of the projects through which these AI applications were developed and delivered.  

 

Project role 

The role held by the respondent during the project being reported on. The skills gap in AI is well 

documented. According to Deloitte (2020), 68% of executives report a moderate-to-extreme skills 

gaps while a further 27% report an extreme skills gap. This often results in practitioners taking 

temporary roles on AI projects to fill in the gap in skill availability, only to return to their actual roles 

at the conclusion of the project. The purpose of this variable is to capture the role held on the project, 

which could be different from the respondent’s permanent role. 

  

Project duration 

The total duration of the project.  

 

Duration worked on project  

The duration worked on the project by the respondent, noting that this could be shorter than the full 

project duration.  

 

Business objective 

The primary business goal to be achieved by the project.  

 

Focus 

The focus of the project – either externally (customer) facing or internally facing. 
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Outcome 

The outcome of the project – did the project meet expectations? 

 

Technologies used 

The technologies used on the project, as far as was visible to the respondent. 

 

Technology acquisition method 

The method used to acquire the technology on the project. The purpose of this variable is to provide 

insights into the proportions of AI solution development that consists of internally generated 

intellectual property versus purchased or licensed intellectual property. 

 

Team composition 

The composition of the project team, noting the split between contractors and permanent staff. 

 

 

 

3.16.3 AI ethics tensions information 
 

Prevalence 

The occurrence of AI ethics tensions reported by respondents. 

  

Method of discovery 

The manner of discovery of the ethics tensions, reported by the respondent. 

   

Understanding trade-offs 

The extent of support provided by the organisation to the respondent, to understand the trade-offs 

represented by the AI ethics tension. 
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Outcome 

The perceived outcome of managing the AI ethics tension under consideration. 

 

Level of management 

The level at which the AI ethics tension was managed. 

 

Appropriateness of level 

The perception of the respondent on the appropriateness of the level at which the AI ethics tension 

was managed. 

 

Organisational support 

The organisational support provided to the respondent to manage the AI ethics tension under 

consideration in the response. 

 

Effectiveness 

The perceived effectiveness of managing the AI ethics tension under consideration. 

 

3.17 VARIABLES: INFERENTIAL 
 

3.17.1 Association between demographics and project characteristics, and tension 

prevalence 
 

Inferential statistics were performed to determine whether demographics of the respondent or 

project characteristics impact on the prevalence of tensions reported. The following variables were 

tested for association / relationship:  

• Work experience versus tension prevalence 

• Project role versus tension prevalence 
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• Total project duration versus tension prevalence 

 

3.17.2 Association between tension management and perceived effectiveness of 

tension management 
 

Inferential statistics were performed to determine whether there is an association between aspects 

of tension management (such as method of discovery, method of management, understanding trade-

offs, perceived outcome, level of management, appropriateness of level of management and 

organisational support provided) and the perceived effectiveness in managing the tension. 

 

3.17.3 Association between tension management and perceived outcome of tension 

management  
 

Inferential statistics were performed to determine whether there is an association between aspects 

of tension management (such as method of discovery, method of management, understanding trade-

offs, level of management, appropriateness of level of management and organisational support 

provided) and the outcome of managing the tension. 
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4. DISCUSSION OF RESULTS 
 

 

4.1 INTRODUCTION 
 

The purpose of this chapter is to present the results of the survey conducted during this research 

study. The primary focus of this chapter is to answer the research questions posed in the previous 

chapter. For ease of reference, the research questions are listed below: 

RQ1: What are the types of AI applications being worked on in a South African media company? 

RQ2: Which, if any, AI ethics tensions are present during the development of such AI applications? 

RQ3: How do individuals manage AI ethics tensions in current AI applications? 

RQ4: Can we propose recommendations for an effective framework to manage AI ethics tensions? 

While this chapter presents the results, an in-depth analysis of the results, as well as conclusions 

drawn, forms part of Chapter Five. 
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4.2 SCOPE OF THIS CHAPTER 
 

The figure below depicts the flow of the subsequent sections in this chapter. 

 

 

Figure 4: Flow of Chapter Four 

 

The purpose and feedback from the pilot phase of the survey is discussed, followed by sections on 

response rate, and permission and consent. This is followed by a presentation of the results related to 

demographic information collected from the respondents. Note that the surveys were anonymous so 
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no personally identifiable information was collected, neither was information collected about 

participant gender, race or sexual orientation. 

Sections 4.7 – 4.9 seek to answer research questions one to three (RQ1, RQ2 and RQ3). Section 4.10 

presents the findings relevant to answer research question 4, but the full implications for the creation 

of an AI ethics tension management framework are discussed in Chapter Five in the results section. 

 

  

4.3 PILOT PHASE 
 

The survey was piloted with two participants – the participants had differing levels of seniority within 

the organisation, and each had been involved in at least one previous AI product development project. 

The intentions of the pilot phase were: 

• Determine whether the questions were easy to understand based on the prerequisites 

required for participation. 

• Determine whether any answer options were missing for the multiple-choice questions. 

• Determine whether the question hints were relevant and sufficient to gather the appropriate 

set of responses from participants. 

  

Feedback received from the pilot phase participants was as follows: 

1. Questions were clearly stated and easy to understand – explanations provided in the 

preamble of the questionnaire were sufficient. 

2. Some business unit options as well as some role options were needed but not initially included 

– the final survey was updated to include these options. 

3. Explanations of tension pairs needed more detail, which was added to the final questionnaire. 

  

 

 

4.4 RESPONSE RATE 
 

The survey was sent to 60 respondents – the request to complete the survey was sent via email. 

Multiple reminders to complete the survey were sent over a period of three months. Further individual 
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follows ups were necessary to improve the response rate for completion of the survey. The final 

response rate was 73.33%, 44 completed surveys out of 60 people initially contacted. 

 

 

4.5 PERMISSION AND CONSENT 
 

 

In section one of the survey (questions one and two), participants were asked to agree to grant 

permission to participate in the survey and to confirm that they understood the purpose of the 

research. They were also asked to consent to the responses being used for the research and for 

subsequent academic publications. Since positive responses to both questions in section one was 

mandatory to proceed to the rest of the survey, all responses captured included positive responses to 

both questions. No respondents contacted the researcher to express any concerns either about 

participating in the survey or about any of the questions contained in the questionnaire. 

 

  

4.6 DEMOGRAPHIC INFORMATION 
 

 

The purpose of section two of the questionnaire was to collect demographic information about the 

participants in the research survey. Analysis of the demographic information provides some very 

important insights into the nature of participation in AI solution development projects, which could 

potentially have an impact on the efficacy of AI ethics interventions, and which will be discussed 

further in Chapter Five. 

How many years of work experience do you have?  

The years of experience reported by respondents ranged from 2.5 years to 32 years of experience with 

an average of 13.6 years’ work experience and a median of 11.5 years’ work experience. 

For the purposes of further analysis in subsequent sections, the years of work experience was grouped 

into the following categories, in line with categorization used within the case organisation to reflect 

differing levels of seniority: 

• Early career: 0-5 years’ experience, 1 response. 
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• Mid-career: 5-10 years’ experience, 10 responses. 

• Experienced: > 10 years’ experience, 33 responses. 

How many years of work experience at Multichoice do you have? 

The years of work experience at Multichoice, for respondents to the survey, ranged from zero to 

fourteen years with an average tenure of 4.57 years and a median value of four years. This compares 

with an average tenure of Multichoice staff in general of seven years, a figure provided by a 

representative of the Multichoice HR department via email. 

 

How many years of ML/AI experience do you have? 

The reported number of years of ML/AI experience averaged to 3.39 years with a median of three 

years’ experience in ML/AI. 

 

Which role do you primarily identify with? 

44 responses were received from people holding nine different roles, with the spread of responses 

shown in the table below. 

Role Number of Responses Percentages 

Executive 1 2% 

Data Engineer 3 7% 

Other Non-Technical Professional 3 7% 

Software Engineer 3 7% 

Business Stakeholder 4 9% 

Product Manager 5 11% 

AI Engineer 6 14% 

Data Scientist 9 20% 

Other Technical Professional 10 23% 

Total 44 100% 

Table 4:Roles held by survey respondents 

 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



55 
 

4.7 RESEARCH QUESTION ONE (RQ1) 
 

 

RQ1: What are the types of AI applications being worked on in a South African media company? 

In answering research question one, information about reporting lines as well as roles of practitioners 

are also included. These provide useful insights into how projects are run in the organisation and need 

to be considered when implementing any measures to manage AI ethics tensions. 

 

Which business unit did you report to at the time of the project? 

Survey responses were recorded from eight different business units, as shown in the table below.  

Business Unit Number of Responses Percentages 

Digital Enablement 1 2% 

Finance 1 2% 

Centre for Information and Insights 5 11% 

Connected Video 6 14% 

Customer Group 7 16% 

Enterprise Business Systems 7 16% 

Broadcast Technology 8 18% 

AI Centre of Excellence 9 20% 

Total 44 100% 

Table 5: Business units originating AI projects 

 

Although Multichoice operates an AI Centre of Excellence, which is responsible for building core AI 

expertise centrally, it is noteworthy that AI projects are originated across multiple divisions in the 

organisation. This has important implications for the implementation of any measures to manage AI 

ethics tensions. Both technical and non-technical business units need to be covered by any 

frameworks that manage AI ethics tensions. Furthermore, given the variety of roles involved in the 

development of AI solutions, as evidenced by the data in Table 1 above, it is equally clear that any 

interventions to manage AI ethics tensions should include traditional AI roles as well as other roles 

that are responsible for the delivery of projects in a typical organisation. Limiting any interventions to 

technical teams, or to business units that are traditionally associated with IT project delivery, runs the 
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risk of missing out on many practitioners that are intricately involved in the development and delivery 

of AI solutions.   

 

 

What role did you fulfil on this project? 

According to their responses, people held eight different primary roles in the projects reported on.  

Role Number of Responses Percentages 

Data Engineer 2 5% 

Other Non-Technical Professional 3 7% 

Software Engineer 4 9% 

Business Stakeholder 4 9% 

AI Engineer 6 14% 

Product Manager 7 16% 

Data Scientist 9 20% 

Other Technical Professional 9 20% 

Total 44 100% 

Table 6: Primary role performed on AI projects 

 

While most respondents held the same role in the project as the primary role they identified with, a 

significant number of role changes were noted in the responses and are recorded in Table 4 below. In 

total, 11 out of 44 respondents (25% of respondents) noted that they changed primary roles for the 

duration of the project. 

The frequency with which practitioners undertook role changes could be indicative of some realities 

facing organisations implementing AI solutions: 

1. There is an often-reported shortage of skills in most markets across the globe in AI solution 

development. This results in people taking on roles temporarily within projects before 

returning to their “day jobs” at the conclusion of the project. 

2. The average tenure of AI practitioners at Multichoice is significantly shorter than the average 

tenure of general staff at Multichoice, indicating that the likelihood of turnover during 

projects is higher for AI practitioners than for other practitioners – this again may lead to 

people taking on interim roles in projects to ensure completion of the work planned for a 

project. 
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Original Identified Role Project Role 

Executive Product Manager 

Other Technical Professional Data Scientist 

Data Engineer Software Engineer 

Software Engineer AI Engineer 

AI Engineer Software Engineer 

Data Scientist Product Manager 

Other Non-Technical Professional Business Stakeholder 

Data Scientist Other Technical Professional 

Product Manager Data Scientist 

Business Stakeholder Other Non-Technical Professional 

Other Technical Professional Product Manager 

Table 7: Role changes within projects 

 

What was the total duration of the project? 

Responses for total project duration are shown in Table 5 below and was divided into four categories, 

ranging from less than three months to more than twelve months. While projects with less than three 

months duration were relatively less common, the rest of the categories were reasonably evenly 

distributed in the responses. In total, 65.9% of all AI solution development projects are reported to 

have duration of less than a year while only 34.1% of projects lasting from more than a year. 

Total Project Duration Responses Percentages 

Less than 3 months 5 11% 

3 – 6 months 14 32% 

6 – 12 months 10 23% 

More than 12 months 15 34% 

Total 44 100% 

Table 8: Project duration for AI solution development projects 

 

How long did you work on the project? 

In Table 6 below, it is noted that thirteen of the forty-four responses (29.5%) differ between duration 

of the project and time worked on the project, suggesting that the respondents either joined the 

project after it started or didn’t work on the project until it came to an end. Noting the shorter than 

average tenure of staff in AI roles versus those of general staff at Multichoice, it is important that this 
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characteristic of staff working on AI solution development is considered when implementing any 

measures to manage AI ethics tensions. This consideration will be discussed further in Chapter Five. 

Duration Worked on Project Responses Percentages 

Less than 3 months 10 23% 

3 – 6 months 14 32% 

6 – 12 months 11 25% 

More than 12 months 9 20% 

Total 44 100% 

Table 9: Duration worked on AI solution development projects 

 

Which of the following responses best describe the primary business objective of this project? 

Table 7 below shows that the most common business objectives of AI solution development projects 

are reported as customer retention, cost optimization and customer service. These responses account 

for 79.5% of all reported business objectives of AI solution development projects. While it may initially 

be surprising that revenue growth is not listed as one of the top three business objectives for AI 

projects, this is in line with several analyst reports which identify cost optimization and customer-

related objectives as being more likely candidates for AI implementations.  

Business Objective of the Project Responses Percentages 

Process and governance 1 2% 

Ethics of AI 1 2% 

Fraud Identification 1 2% 

Value added services 1 2% 

Regulatory compliance 1 2% 

Revenue growth 4 9% 

Customer service improvement 9 20% 

Cost optimization 10 23% 

Customer retention 16 36% 

Total 44 100% 

Table 10: Business objective of AI solution development project 

 

Which of the following responses best describe the focus of this project? 

Table 8 below reports, somewhat surprisingly, that AI solution development projects are relatively 

evenly split between those that are internally facing and those that are customer facing. With AI being 

a new technology competence in most organisations, it is natural to assume that these projects would 

start off being mostly internally focussed to reduce risks of unintended impacts to customers, but 

respondents indicate that isn’t the case.  
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Project Focus Responses Percentages 

Customer facing 19 43% 

Internal 25 57% 

Total 44 100% 

Table 11: Focus of AI solution development projects 

 

Which of the following responses best describe the outcome of this project? 

In the table below, respondents report some relatively surprising findings. Firstly, less than seven 

percent of projects are reported as not having met objectives. This compares very favourably with 

generally reported statistics on the high failure rate attributed to traditional software development 

projects. For example, in the 2020 CHAOS report by the widely regarded Standish group, only 31% of 

modern software development projects are regarded as successful with 69% reported as either failed 

or significantly challenged.  

Secondly, AI solution development projects are notorious for being easy to implement as POCs and 

pilots but rather more difficult to implement in production. However, respondents to the survey 

report that a full 61.36% of projects resulted in a full production deployment.   

Project Outcome Responses Percentages 

This project was limited to a pilot deployment to 
production and met this objective 

2 5% 

This project was limited to a pilot deployment to 
production but did not meet this objective 

2 5% 

This project was limited to a proof of concept or 
technology 

12 27% 

This project was meant to be implemented in 
production and met this objective 

27 61% 

This project was meant to be implemented in 
production but did not meet this objective 

1 2% 

Total 44 100% 

Table 12: Outcomes of AI solution development projects 
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Which of the following technologies and/or methods were used in this project? 

For this question, respondents were provided with five default options (“computer vision”, “natural 

language processing”, “data science”, “natural language understanding”, unsure”) as well as the 

opportunity to capture additional options not captured by the five default options. The responses to 

the five default options are captured in Table 13 below (note that a response in a particular category 

denotes that the technology was noted as being used, but not necessarily exclusively i.e., other 

technologies may also have been noted as being used on the same project). The finding from these 

responses is in line with what we expect to be reported – most AI solutions and tools being marketed 

today address data science and natural language problems. Most unstructured data available to 

corporates is in the form of text rather than images or videos, which may also explain why natural 

language use cases would be more common than computer vision use cases.   

Technology Used Responses Percentages 

Unsure 3 5% 

Computer vision 5 9% 

Natural language understanding 8 14% 

Natural language processing 16 29% 

Data science 24 43% 

Total 56 100% 

Table 13: Technologies used in AI solution developments 
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In addition to the default choices, respondents were allowed to use a free text field to add other 

technologies that were used but did not fit into any of these categories. These technologies are listed 

in Table 14 below. It should be noted that many of the technologies listed below are not AI-specific 

technologies, reflecting the fact that some respondents appear to have taken a broader view of the 

question and reported back on both AI technologies as well as non-AI technologies used within 

projects that delivered AI solutions. 

Other Technology Used (Free Text Field) 

Cloud 

Big data processing 

Collaborative filtering 

Mathematical modelling 

User and asset clustering 

Wagtail (Content Management System) 

React 

NodeJS 

Postgres + MySQL 

Feersum Engine 

Recommendation(s) 

Process and governance 

Table 14: Other technologies used in AI solution developments 

Of the 44 responses, three respondents were unsure of the technology used, 18 responses listed the 

use of a single technology, 11 responses listed the use of two technologies and five respondents listed 

the use of more than two technologies on the same project. 
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Which response below would best characterize how the technology, used in the project, was 

developed or acquired? 

 

In the table below, it is reported that the majority (63.64%) of AI solution development projects 

undertaken at Multichoice make use of either commercially available or open-source products or 

services. Given multiple reports which highlight the dominance of the USA and China in the AI 

landscape, it is unsurprising that there is a dependency on external products or services to implement 

AI solutions at Multichoice.  

Technology Acquisition Characterisation Responses Percentage 

Primarily made use of open-source products or 
services 

5 11% 

Primarily developed internally 16 36% 

Primarily made use of commercial products or 
services 

23 52% 

Total 44 100% 

Table 15: Technology acquisition characterisation for AI solution developments 

 

Composition of the project team 

 

The table below shows that more than 93% of all AI solution development projects are reported to 

have been implemented either with internal staff or with equal contribution from internal staff and 

consultants.  

Project Team Composition Responses Percentage 

Primarily consisted of consultants (external to the 
organisation) 

3 7% 

An even split between staff and consultants 12 27% 

Primarily consisted of staff (internal to the 
organisation) 

29 66% 

Total 44 100% 

Table 16: Project team composition for AI solution developments 
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4.8 RESEARCH QUESTION TWO (RQ2) 
 

 

RQ2: Which, if any, AI ethics tensions are present during the development of such AI applications? 

The table below shows the aggregated frequencies of the prevalence of tensions reported by 

respondents to the research study. 

 

Table 17: Aggregated tension prevalence reported in the study 

At a summary level, no tensions were encountered in 73.3% of the responses. At least one tension 

was encountered in 25.6% of responses and, in 1.1% of the responses, tensions were acknowledged 

after the completion of the project. It is important to note that tensions reported by respondents are 

based on the perceptions of the respondents and are not based on a ground truth that was established 

for each of the projects reported on by the respondents. 

Prevalence of Individual tensions 

The data shows that the tension between privacy and autonomy was encountered at least once by 

respondents across 40.9% of projects and was encountered more than once across 13.6% of all 

projects. 

We also note that the tension between using algorithms to make decisions and ensuring fairness and 

equal treatment was encountered at least once across 20.5% of all projects and was encountered 

more than once across 11.4% of all projects.  

The tension between increasing personalisation and enhancing solidarity and citizenship was 

encountered at least once in 15.9% of projects worked on by respondents, with this tension being 

encountered more than once across 11.4% of all projects worked on.  

Tension 1 Tension 2 Tension 3 Tension 4

Count 26 35 37 31

Percentage 59.1% 79.5% 84.1% 70.5%

Count 12 4 1 8

Percentage 27.3% 9.1% 2.3% 18.2%

Count 6 5 5 4

Percentage 13.6% 11.4% 11.4% 9.1%

Count 0 0 1 1

Percentage 0 0.0% 2.3% 2.3%

Count 44 44 44 44

Percentage 100.0% 100.0% 100.0% 100.0%

Encountered more than once

This tension was only uncovered or acknowledged after the project was completed

Total

P
re

va
le

n
ce

 o
f 

th
e

 t
e

n
si

o
n

Tension type

Not encountered

Encountered once

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



64 
 

Respondents encountered the tension between using automation to improve convenience and 

promoting dignity at least once across 29.5% of all projects, with the tension being encountered 

multiple times in a project 9.10% of the time. 

 

 

4.9 RESEARCH QUESTION THREE (RQ3) 
 

 

RQ3: How do individuals manage AI ethics tensions in current AI applications? 

This section of the chapter will provide insights into how individuals manage AI ethics tensions in AI 

solutions being developed. Responses will cover various aspects of managing the tension ranging from 

how the tension was uncovered, to how it was managed and the respondents’ perception of the 

effectiveness of managing the tension. 

 

How were AI ethics tensions uncovered in projects?  

Questions 19, 28, 37 and 46, which focused on how the four AI ethics tensions were uncovered, are 

discussed under this subsection. The table below shows an aggregated view of the responses across 

all four tensions. 

 

Table 18: Discovery of tensions (aggregated view) 

 

Tension 1 Tension 2 Tension 3 Tension 4 Total

Count 2 0 1 4 7

Percentage 11.1% 0.0% 14.3% 30.8% 14.9%

Count 9 3 3 7 22

Percentage 50.0% 33.3% 42.9% 53.8% 46.8%

Count 1 1 0 0 2

Percentage 5.6% 11.1% 0.0% 0.0% 4.3%

Count 6 4 3 2 15

Percentage 33% 44.4% 42.9% 15.4% 31.9%

Count 0 1 0 0 1

Percentage 0% 11% 0% 0% 2.1%

Count 18 9 7 13 47

Percentage 100.0% 88.9% 100.0% 100.0%

Tension type

U
n

co
ve

ri
n

g 
te

n
si

o
n

s

The tension was not acknowledged during the project

The tension was uncovered during a structured activity to identify 

ethical concerns, from within the project team

The tension was uncovered during a structured activity to identify 

ethical considerations, from a party external to the project team

The tension was uncovered serendipitously through a project team 

member 

Total

The tension was uncovered serendipitously through an external 

party

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



65 
 

It is encouraging to note that close to half of tensions were uncovered by project teams, engaged in a 

structured activity to identify ethical concerns. However, it is equally noteworthy that 34% of tensions 

were uncovered serendipitously – suggesting that much work is still to be done to embed ethical 

discovery processes into projects. A further 14.9% of tensions were not acknowledged at all during 

projects, highlighting the potential risk organisations face in ensuring that AI ethics considerations are 

adequately discovered and managed. 

 

How were AI ethics tensions managed during a project? 

 

Questions 20, 29, 38 and 47, which focus on how the four AI ethics tensions were managed, are 

discussed under this subsection. The table below shows an aggregated view of the responses across 

all four tensions. 

 

Table 19: Process of managing tensions in projects (aggregated view) 

 

In close to 60% of cases, AI ethics tensions were managed within project teams without explicit 

support from specialists outside of the development team while only 20.9% of AI ethics tensions were 

managed with assistance from specialist teams. While the literature suggests that teams would 

benefit from the inputs of AI ethicists, implementing this has potential cost implications for 

organisations. It is likely that these additional costs have not been factored into existing project 

budgets. This may be a practical obstacle to deeper involvement from AI ethics practitioners in 

managing AI ethics tensions in industry.  

Tension 1 Tension 2 Tension 3 Tension 4 Total

Count 0 0 1 0 1

Percentage 0.0% 0.0% 12.5% 0.0% 2.1%

Count 3 1 1 4 9

Percentage 16.7% 11.1% 12.5% 30.8% 18.8%

Count 5 2 1 1 9

Percentage 27.8% 22.2% 12.5% 7.7% 18.8%

Count 10 6 5 7 28

Percentage
56% 66.7% 62.5% 53.8% 58.3%

Count 0 0 0 1 1

Percentage 0% 0% 0% 8% 2.1%

Count
18 9 8 13 48

Percentage 100.0% 100.0% 100.0% 100.0%

Tension type

M
an

ag
in

g 
te

n
si

o
n

s

I didn't encounter this tension

I am not sure how the tension was managed

This tension was managed by the team, with input from an external specialist team 

(such as legal, data management, data privacy, compliance, etc.)

This tension was managed by the team, with no input from external specialists

This tension was managed entirely by an external specialist team

Total
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How do you perceive the organisational support to understand the trade-off represented by the 

tension?  

 

Questions 21, 30, 39 and 48, which focus on the level of organisational support provided to understand 

the trade-off represented by the tensions, are discussed under this subsection. The table below shows 

an aggregated view of the responses across all four tensions. 

 

Table 20: Understanding trade-offs (aggregated view) 

 

It is encouraging that close to 70% of responses confirm that adequate support was provided to 

understand the trade-offs represented by the tensions reported.  

  

Tension 1 Tension 2 Tension 3 Tension 4 Total

Count 0 0 1 0 1

Percentage 0.0% 0.0% 14.3% 0.0% 2.2%

Count 3 1 0 3 7

Percentage 17.6% 11.1% 0.0% 23.1% 15.2%

Count 2 1 1 2 6

Percentage 11.8% 11.1% 14.3% 15.4% 13.0%

Count 12 7 5 8 32

Percentage 71% 77.8% 71.4% 61.5% 69.6%

Count 17 9 7 13 46

Percentage 100.0% 100.0% 100.0% 100.0%

U
nd

er
st

an
di

ng
 t

he
 t

ra
de

-o
ff

s

Tension type

I  didn't encounter this  tens ion

I am not sure how the tens ion was  managed

There was  insufficient support to understand the trade-off represented by this  tens ion

There was  sufficient support to understand the trade-off represented by this  tens ion

Total
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What was your perception of the outcome of managing the tension?  

 

Questions 22, 31, 40 and 49, which focus on the outcome managing the tensions, are discussed under 

this subsection. The table below shows an aggregated view of the responses across all four tensions. 

 

 

Table 21: Perceived outcome of managing the tension (aggregated view) 

 

Responses are relatively evenly split between outcomes that favour the end user, outcomes that 

favour the organisation and outcomes that are well-balanced with both the end user and the 

organisation benefitting.   

Tension 1 Tension 2 Tension 3 Tension 4 Total

Count 2 1 0 1 4

Percentage 11.1% 11.1% 0.0% 7.7% 8.5%

Count 4 1 5 7 17

Percentage 22.2% 11.1% 71.4% 53.8% 36.2%

Count 7 3 2 2 14

Percentage 38.9% 33.3% 28.6% 15.4% 29.8%

Count 5 4 0 3 12

Percentage 28% 44.4% 0.0% 23.1% 25.5%

Count 18 9 7 13 47

Percentage 100.0% 100.0% 100.0% 100.0%

Pe
rc

ei
ve

d 
ou

tc
om

e 

Tension type

I  am not sure how the tens ion was  managed

The outcome was  a  good balance between benefi ting the end user as  wel l  as  the 

organisation

The outcome was  more beneficia l  to the end user than to the organisation

The outcome was  more beneficia l  to the organisation than to the end user

Total

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



68 
 

What is your perception of the level at which the tension was managed? 

 

Questions 23, 32, 41 and 50, which focus on the level at which the tensions were managed, are 

discussed under this subsection. The table below shows an aggregated view of the responses across 

all four tensions. 

 

 

Table 22: Level at which tension was managed (aggregated view) 

 

There is a relatively even split between tensions being managed at the individual, team and 

management level, with responses ranging between 23.4% and 31.9% for all three levels.  

  

Tension 1 Tension 2 Tension 3 Tension 4 Total

Count 2 1 2 3 8

Percentage 11.1% 11.1% 28.6% 23.1% 17.0%

Count 5 3 1 2 11

Percentage 27.8% 33.3% 14.3% 15.4% 23.4%

Count 0 5 4 4 13

Percentage 0.0% 55.6% 57.1% 30.8% 27.7%

Count
11 0

0 4
15

Percentage 61% 0.0% 0.0% 30.8% 31.9%

Count 18 9 7 13 47

Percentage 100.0% 100.0% 100.0% 100.0%

Le
ve

l o
f 

m
an

ag
em

en
t 

of
 t

en
si

on

Tension type

I  am not sure how the tens ion was  managed / I  didn't encounter this  

tens ion

The tens ion was  managed at an individual  level

This  tens ion was  managed at a  team level

This  tens ion was  managed at a  management level

Total
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What is your view of the appropriateness of the level at which the tension was managed? 

 

Questions 24, 33, 42 and 51, which focus on the appropriateness of the level at which the tensions 

were managed, are discussed under this subsection. The table below shows an aggregated view of the 

responses across all four tensions. 

 

Table 23: Appropriateness of the level at which tensions were managed (aggregated view) 

 

Close to 70% of responses confirm that tensions were managed at an appropriate level. However, 13% 

of responses suggest that tensions were managed too low in the hierarchy and should have been 

managed at a higher level. 

  

Tension 1 Tension 2 Tension 3 Tension 4 Total

Count 2 1 0 3 6

Percentage 11.8% 11.1% 0.0% 23.1% 13.0%

Count 2 3 0 1 6

Percentage 11.8% 33.3% 0.0% 7.7% 13.0%

Count 13 5 7 7 32

Percentage 76.5% 55.6% 100.0% 53.8% 69.6%

Count 0 0 0 2 2

Percentage 0% 0.0% 0.0% 15.4% 4.3%

Count 17 9 7 13 46

Percentage
100.0% 100.0% 100.0% 100.0%

A
pp

ro
pr

ia
te

ne
ss

 o
f 

le
ve

l o
f 

m
an

ag
em

en
t 

of
 t

en
si

on

Tension type

I  am not sure how the tens ion was  managed

This  tens ion should have been managed at a  higher level  in the hierarchy

This  tens ion was  managed at an appropriate level

This  tens ion should have been managed at a  lower level  in the organisational  

hierarchy

Total
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What is your view of the organisational support to manage the tension? 

 

Questions 25, 34, 43 and 52, which focus on the appropriateness of the level at which the tensions 

were managed, are discussed under this subsection. The table below shows an aggregated view of the 

responses across all four tensions. 

 

 

Table 24: Organisational support to manage tensions (aggregated view) 

 

In over 80% of cases, either the respondent or another team member had to use their judgement to 

manage the tension, without the aid of additional tools. Less than 10% of cases were resolved via a 

defined process to manage AI ethics considerations.   

Tension 1 Tension 2 Tension 3 Tension 4 Total

Count 2 1 0 3 6

Percentage 11.8% 11.1% 0.0% 20.0% 13.0%

Count 2 3 0 1 6

Percentage 11.8% 33.3% 0.0% 6.7% 13.0%

Count 13 5 7 7 32

Percentage 76.5% 55.6% 100.0% 46.7% 69.6%

Count 0 0 0 2 2

Percentage 0% 0.0% 0.0% 13.3% 4.3%

Count
0 0

0 2
2

Percentage
0% 0% 0% 13% 4.3%

Count 17 9 7 15 46

Percentage 100.0% 100.0% 100.0% 100.0%

We have a  process  in place to manage such tens ions , together 

with speci fic tools

O
rg

an
is

at
io

na
l s

up
po

rt
 t

o 
m

an
ag

e 
th

e 
te

ns
io

n

Tension type

I  am not sure how the tens ion was  managed

I had to use my own judgement to manage this  tens ion

Someone else on the project team had to use their own 

judgement to manage this  speci fic tens ion

We have a  process  in place to manage such tens ions , but not 

speci fic supporting tools

Total
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What is your view of the effectiveness in managing the tension? 

 

Questions 26, 35, 44 and 53, which focus on the effectiveness of managing the tensions, are discussed 

under this subsection. The table below shows an aggregated view of the responses across all four 

tensions. 

 

 

Table 25: Effectiveness in managing tensions (aggregated view) 

 

More than half of respondents report that processes to manage tensions were somewhat effective, 

while a further 21.3% report that processes to manage tensions were very effective. Less than 10% of 

respondents report that processes to manage tensions were ineffective. 

  

Tension 1 Tension 2 Tension 3 Tension 4 Total

Count 1 2 2 2 7

Percentage 5.6% 22.2% 28.6% 15.4% 14.9%

Count 12 4 2 8 26

Percentage 66.7% 44.4% 28.6% 61.5% 55.3%

Count 3 3 3 1 10

Percentage 16.7% 33.3% 42.9% 7.7% 21.3%

Count 2 0 0 2 4

Percentage 11% 0.0% 0.0% 15.4% 8.5%

Count 18 9 7 13 47

Percentage 100.0% 100.0% 100.0% 100.0%

Tension type

I  am not sure how the tens ion was  managed / I  did not encounter this  tens ion

Somewhat effective

Very effective

Not effective at a l l

Total

Ef
fe
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iv

en
es
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g 
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ns
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4.10 RESEARCH QUESTION FOUR (RQ4) 
 

 

RQ4: Can we propose recommendations for an effective framework to manage AI ethics tensions?  

 

While the first three research questions focused on providing details on the types of AI applications 

being developed at the case organisation, as well as the prevalence and management of AI ethics 

tension in the development of AI solutions, RQ4 is focused on providing recommendations for the 

creation of a framework to manage AI ethics tensions. In seeking to answer this research question, we 

will analyse the associations between data collected during this study. Specifically, the following 

associations will be explored: 

• Association between demographics and tension prevalence 

Work experience versus tension prevalence 

 

• Association between project characteristics and tension prevalence 

Project role versus tension prevalence 

Total project duration versus tension prevalence 

 

• Association between tension management and perceived effectiveness of tension 

management 

Method of discovery, method of management, understanding trade-offs, perceived outcome, 

level of management, appropriateness of level of management and organisational support 

provided versus the perceived effectiveness in managing the tension. 

 

• Association between tension management and perceived outcome of tension management  

Method of discovery, method of management, understanding trade-offs, level of 

management, appropriateness of level of management and organisational support provided 

versus the outcome of managing the tension. 
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The associations are evaluated by performing a Chi-Square test. Although the Pearson Chi-Square test 

is the most widely used test for such associations, it is important to note that sample size limitations 

result in the Fisher-Freeman-Halton Exact test being more suited to this analysis. Specifically, we note 

that some cells have count below five and some cells also have a zero value. Combined with the overall 

sample size being 44 (below the recommended threshold for Pearson evaluation), the Fisher-

Freeman-Halton exact test is reported on in the subsequent analyses. 

 

4.10.1 Association between demographics and tension prevalence  
 

We look at the association between years of work experience and tension prevalence to determine 

whether an individual’s overall work experience plays a role in their experience of AI ethics tensions 

with AI solution development projects. The table below shows the results from the association testing 

– the p value obtained by the Fisher-Freeman-Halton Exact test is above 0.05 in all cases, denoting 

that there is no statistically significant association between years of work experience and tension 

prevalence, as reported by respondents, in AI solution development within the case organisation. 

 Tension prevalence 

 Tension 1 Tension 2 Tension 3 Tension 4 

Work experience 0.135 0.288 1.000 0.755 

Table 26: Association between work experience and tension prevalence 

 

 

4.10.2 Association between project characteristics and tension prevalence 
 

 

We also looked at the association between project characteristics and tension prevalence. The two 

project characteristics explored were project role and project duration. Using the Fisher-Freeman-

Halton Exact test, we tested the association between project characteristics and tension prevalence. 

As can be seen from the table below, there was no statistically significant association found between 

project characteristics and tension prevalence. It is important to note that tension prevalence is based 

on the reports from respondents but is not moderated by ground truth data for the projects being 

reported on.  

 Tension prevalence 
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 Tension 1 Tension 2 Tension 3 Tension 4 

Project role 0.809 0.505 0.839 0.124 

Project duration 0.236 1.000 1.000 0.875 

Table 27: Association between project characteristics and tension prevalence 

 
 

4.10.3 Association between tension management process and perceived 

effectiveness in managing the tension 

 

  
In this section of the analysis, we look at the nature of the relationships between the ways in which 

tensions are managed (in terms of discovery, method of management, understanding trade-offs, 

organisational support, outcome, level of management and appropriateness of level of management) 

and the perceived effectiveness of the overall process of managing the tension. 

Each of the cross tabulations is listed in Appendix E 

Association between tension discovery and effectiveness of tension management 

Appendix E1 details the crosstabulations for this evaluation. The Fisher-Freeman-Halton result shows 

a p-value of 0.105, which we interpret to mean that there is no statistically significant association 

between tension discovery method and the perceived effectiveness of the overall process to manage 

tensions. It is important to note that the discovery of tensions has not been moderated by ground 

truth data for projects that were reported on by respondents, and is based entirely on perceived 

prevalence of tensions. 

 

Table 28: Association between tension discovery and effectiveness of managing tensions 
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Association between tension management procedure and effectiveness of tension management 

Appendix E2 details the crosstabulations for this evaluation. As noted in the table below, the Fisher-

Freeman-Halton result shows a p-value of 0.004, which we interpret to mean that there is a significant 

association between tension management procedure and the perceived effectiveness of the overall 

process to manage tensions. 

 

 

Table 29: Association between tension management procedure and effectiveness in managing tensions 

 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.387 

which is interpreted as a weak effect size. 

 

Table 30: Effect size of association between understanding trade-offs and tension management effectiveness 

 

  

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



76 
 

Association between level of support to understand trade-offs and effectiveness of tension 

management 

Appendix E3 details the crosstabulations for this evaluation. As noted in the table below, the Fisher-

Freeman-Halton result shows a p-value <0.001, which we interpret to mean that there is a significant 

association between level of support to understand trade-offs and the perceived effectiveness of the 

overall process to manage tensions. 

 

Table 31:Association between understanding trade-offs and effectiveness in managing tensions 

 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.5 

which is interpreted as a medium effect size. 

 

Table 32: Effect size between understanding trade-offs and tension management effectiveness 
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Association between outcome and effectiveness of tension management 

Appendix E4 details the crosstabulations for this evaluation. As noted in the table below, the Fisher-

Freeman-Halton result shows a p-value of 0.012, which we interpret to mean that there is a significant 

association between outcome of managing tensions and the perceived effectiveness of the overall 

process to manage tensions. 

 

Table 33: Association between outcome and effectiveness of tension management 

 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.426 

which is interpreted as a medium effect size. 

 

Table 34: Effect size between outcome and tension management effectiveness 
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Association between level of management and effectiveness of tension management 

Appendix E5 details the crosstabulations for this evaluation. As noted in the table below, the Fisher-

Freeman-Halton result shows a p-value of 0.04, which we interpret to mean that there is a significant 

association between level of management and the perceived effectiveness of the overall process to 

manage tensions. 

 

Table 35: Association between level of management and effectiveness in managing tensions 

 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.391 

which is interpreted as a weak effect size. 

 

Table 36: Effect size between level of management and tension management effectiveness 
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Association between appropriateness of level of management and effectiveness of tension 

management 

Appendix E6 details the crosstabulations for this evaluation. As noted in the table below, the Fisher-

Freeman-Halton result shows a p-value of <0.001, which we interpret to mean that there is a 

significant association between appropriateness of level of management and the perceived 

effectiveness of the overall process to manage tensions. 

 

Table 37: Association between appropriateness of level of management and effectiveness in managing tensions 

 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.490 

which is interpreted as a medium effect size. 

 

Table 38: Effect size between appropriateness of level of management and tension management effectiveness 
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4.10.4 Association between tension management and perceived outcome of tension 

management 
 

Association between tension discovery and outcome of tension management 

Appendix E7 details the crosstabulations for this evaluation. The Fisher-Freeman-Halton result below 

shows a p-value of 0.027, which we interpret to mean that there is a statistically significant association 

between tension discovery method and the perceived outcome of the tension management process. 

 

 

Table 39: Association between tension discovery and outcome of tension management 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.378 

which is interpreted as a weak effect size. 

 

Table 40: Effect size between tension discovery and tension management outcome 
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Association between tension management procedure and outcome of tension management 

Appendix E8 details the crosstabulations for this evaluation. The Fisher-Freeman-Halton result below 

shows a p-value of 0.013, which we interpret to mean that there is a statistically significant association 

between tension management procedure and the perceived outcome of the tension management 

process. 

 

 

Table 41: Association between tension management procedure and tension management outcome 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.435 

which is interpreted as a medium effect size. 

 

 

Table 42: Effect size between tension management procedure and tension management outcome 
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Association between organisational support to understand trade-offs and outcome of tension 

management 

Appendix E9 details the crosstabulations for this evaluation. The Fisher-Freeman-Halton result below 

shows a p-value of <0.001, which we interpret to mean that there is a statistically significant 

association between organisational support to understand trade-offs management procedure and the 

perceived outcome of the tension management process. 

 

 

Table 43: Association between organisational support to understand trade-offs and tension management outcome 

 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.496 

which is interpreted as a medium effect size (table below).  

 

 

Table 44: Effect size between organisational support to understand trade-offs and tension management outcome 
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Association between level at which tension was managed and outcome of tension management 

Appendix E10 details the crosstabulations for this evaluation. The Fisher-Freeman-Halton result below 

shows a p-value of 0.02, which we interpret to mean that there is a statistically significant association 

between level at which tension was managed and the perceived outcome of the tension management 

process. 

 

 

Table 45: Association between level at which tension was managed and tension management outcome 

 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.486 

which is interpreted as a medium effect size (table below).  

 

Table 46: Effect size between level at which tension was managed and tension management outcome 
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Association between appropriateness of level at which tension was managed and outcome of 

tension management 

Appendix E11 details the crosstabulations for this evaluation. The Fisher-Freeman-Halton result below 

shows a p-value of <0.01, which we interpret to mean that there is a statistically significant association 

between appropriateness of level at which tension was managed and the perceived outcome of the 

tension management process. 

 

 

Table 47: Association between appropriateness of level at which tension was managed and tension management outcome 

 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.550 

which is interpreted as a medium effect size (table below).  

 

Table 48: Effect size between appropriateness of level at which tension was managed and tension management outcome 

  

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



85 
 

Association between organisational support to manage tension and outcome of tension 

management 

Appendix E12 details the crosstabulations for this evaluation. The Fisher-Freeman-Halton result below 

shows a p-value of <0.01, which we interpret to mean that there is a statistically significant association 

between organisational support to manage tension and the perceived outcome of the tension 

management process. 

 

 

Table 49: Association between organisational support to manage tension and tension management outcome 

 

We also consider whether the effect size is significant. Using Cramer’s V, we obtain a value of 0.481 

which is interpreted as a medium effect size (table below).  

 

Table 50: Effect size between organisational support and tension management outcome 
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4.11 SUMMARY 
 

 

In this chapter, results of the research study are presented – the primary purpose of this chapter is to 

provide answers to the research questions posed earlier in the report. We provide answers to RQ1, 

RQ2 and RQ3 directly in this chapter. In addition to this, we provide results on the associations 

between various data collected in the study that will be used to summarize the recommendations for 

the creation of a framework to manage AI ethics tensions, in Chapter Five.  
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5. CONCLUSIONS, EVALUATIONS AND 

RECOMMENDATIONS 
 

 

5.1 INTRODUCTION 
 

 

The aims of this research study were to identify and characterize the types of AI applications that are 

being developed within Multichoice as well as to identify and characterise the ethical tensions that 

arise while developing such AI applications. Furthermore, based on the data analysis, we intended to 

provide recommendations for the creation of an AI ethics tension management framework. The 

method to accomplish this was through a literature review, to understand both the current state of 

understand of AI ethics as well as to analyse the split of responsibility between individuals and 

organisations in the implementation of AI ethics practices, as well as a survey, to collect data on the 

current practices, experiences and perceptions of practitioners working on AI solution development. 

 

This study addresses several important gaps in the existing literature. Firstly, there is a paucity of 

published information on the types of AI applications being developed in industry – this study aims to 

provide details on the types of AI applications being developed, the technologies used and the staffing 

methods for these AI solution developments. This is a valuable contribution to the existing body of 

knowledge regarding the types of AI applications that ethics considerations need to apply to. Secondly, 

there is very little to no empirical data on the types of AI ethics considerations practitioners are 

experiencing in AI solution development as well as how they are being equipped to address these 

considerations by the organisations they work for. This study aims to provide empirical data from a 

South African media organisation on how often these AI ethics considerations arise, how they are 

dealt with, and the perceived outcomes of the processes used to manage these AI ethics 

considerations. This study provides valuable first contributions in these areas in some cases, especially 

with regards to the experience and management of AI ethics tensions. Thirdly, this study aims to 

provide recommendations for the management of AI ethics tensions in practical applications – this 

will be a notable empirical contribution to the literature on AI ethics. 
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5.2 FINDINGS FROM THIS STUDY 
 

 

5.2.1 Findings from the literature review 
 

Interest in AI ethics has never been greater 

It was noted in the literature review that there has been a significant increase in the quantity of 

published literature in the area of AI ethics over the past four years. The recent, and highly publicised, 

release of first Chat GPT by Open AI and then Bard by Google, together with detailed write-ups on 

their shortcomings, has placed immense mainstream media attention on the role of AI ethics in the 

rapid advancement of capability in the AI landscape. While this provides a wonderful opportunity for 

AI researchers to have a voice in the development of AI technologies, it also means that the 

commercial stakes are much higher now and these place added burden on practitioners within AI 

solution development – see, as an example of the additional commercial stakes, the $100b stock 

market loss suffered by Google and attributed to failures by its Bard chatbot (Wittenstein, 2023) 

shortly after the launch of the product.   

 

Codes of conduct may not serve the purpose intended 

While empirical research has provided mixed results on the value of codes of conduct in influencing 

behaviour of practitioners, some researchers still recommend that tailored guidelines within 

organisational contexts may at least serve to provide alignment between stakeholders on how to 

manage AI ethics considerations or, at the very least, ensure that there is awareness of the types of 

AI ethics considerations that may be at play within AI solution development.  

 

We need to distinguish between minimum compliance and ethical excellence 

The argument against codes of conduct centres on the notion that setting up a code of conduct in 

other industries and professions (such as accounting) has resulted in a minimum compliance mentality 

rather than an ethical excellence mentality. The suggestion is that people should rather be asked to 

take open-ended accountability for ethics rather than be given a set of items to check off on a 

compliance list. 

 

Practical steps can be taken to improve ethical standards in AI development 
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Researchers have provided several recommendations concerning practical steps to take to improve 

addressing of AI ethics considerations. These include the involvement of a broad range of 

stakeholders, the including of different levels of management, the introduction of ethical deliberation, 

the introduction of checklists and the provision of comprehensive organisational support to assist 

practitioners to effectively address AI ethics considerations. 

 

Managing ethical considerations is everyone’s job 

While AI/ML engineers are closest to the AI solution development process, the range of decisions 

required to conceptualize, build and deploy an AI solution necessitates the involvement of a wide 

range of stakeholders – decisions taken at an organisational, team and individual level all can impact 

on the ethical position of an AI implementation. Managing AI ethics considerations therefore cannot 

be left to an ethics officer or any other individual in the process – this needs to be a shared and ongoing 

responsibility.   

 

Workers in AI ethics need assistance to effectively navigate AI ethics considerations in projects   

It has been widely reported that AI ethics training is generally not included in the curriculum of 

engineering professionals – yet they are often at the frontlines of managing AI ethics considerations 

in projects. Comprehensive organisations support is required to assist AI workers to be more effective 

in managing AI ethics considerations – this extends from awareness, to training (among other topics, 

in ethical reasoning and analysis), to well-defined ethics processes and finally to expert assistance 

from ethicists who can bring different perspectives to ethically difficult scenarios. 

 

 

5.2.2 Findings from the data analysis 
 

 

Extensive analysis of data was performed on the responses received via the questionnaire, a 

summary of which will be noted in the subsequent paragraphs.  

 

Descriptive statistics on the types of AI applications being worked on in Multichoice 

In depth information was provided on the types of AI applications that are being developed at a South 

African media organisation, Multichoice. The types of AI solution development projects being worked 
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on, the types of roles that were assigned to these projects, the duration of projects as well as the 

tenure of people involved in these projects was noted. Furthermore, information was uncovered on 

the types of technologies used in AI solutions, as well as the type of typical staffing modes used in 

these projects. All the aforementioned information provides valuable insights into the projects that 

drive the development of real-world applications of AI. This is a unique contribution to the literature 

from both a South African as well as pan-African perspective. 

 

Association between demographics and tension prevalence  

The association between work experience and reporting of AI ethics tensions was tested using the 

Fisher-Freeman-Halton Exact test. The resulting p-value was interpreted to mean that there was no 

significant association between work experience and reporting of AI ethics tensions on AI solution 

development projects. It is important to note that this finding is based on reports from respondents, 

without the benefit of an independent review of each project to validate the accuracy of responses. 

This finding emphasises the importance of AI ethics considerations being everyone’s responsibility in 

AI solution development projects on an ongoing basis. Leaving ethics considerations to senior team 

members, team managers or executives, and typically, until the end of AI processes and adoption, 

may result in ethics considerations being missed in the AI solution development process. 

 

Association between project characteristics and tension prevalence 

The association between project characteristics and tension prevalence was also tested using the 

Fisher-Freeman-Halton Exact test. The resulting p-value was interpreted to mean that there was no 

significant association between project characteristics and reporting of AI ethics tensions on AI 

solution development projects. The project characteristics tested consisted of the duration of the 

project as well as the project role held by the respondent.  

One take-away from this finding suggests that technical and non-technical project stakeholders are 

equally likely to report AI ethics tensions, lending further credence to the suggestions from 

researchers that AI ethics should be managed by a wide variety of stakeholders across disciplines and 

not just from a computer science or engineering background. Another take-away from this finding 

suggests that even short-duration AI solution development projects may pose AI ethics risks and 

organisations should be vigilant in ensuring that they adequately identify and address AI ethics risks 

no matter how small or large their AI project portfolio is. It is important to note that this finding is 

based on reports from respondents, without the benefit of an independent review of each project to 

validate the accuracy of responses. 
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Association between tension management approach and tension management effectiveness 

The association between tension management approach and tension management effectiveness was 

tested using the Fisher-Freeman-Halton Exact test. As mentioned earlier in Chapter Four, this test was 

used due to limitations of the Pearson Chi-Square test when dealing with small samples as well as 

when dealing with counts less than five in the sample data. 

The resulting p-values and effect size calculated showed that there were several significant associative 

relationships within the study data. The table below provides a summary of the associations noted. 

 

 

Table 51: Significance of associations between tension management process and tension management effectiveness 

The data indicates that several factors in the tension management process are associated with 

perceived effectiveness of the tension management process. While the way tensions are discovered 

does not associate with tension management effectiveness, tension management procedure, support 

to understand trade-offs, outcomes of the process either favouring the end user, the company or 

both, the level of management of the tension and the perceived appropriateness of the level at which 

the tension is managed, all associate with perceived tension management effectiveness. 

Association between tension management approach and tension management outcomes 

The association between tension management approach and perceived tension management 

outcome was tested using the Fisher-Freeman-Halton Exact test. As mentioned earlier in Chapter 

Four, this test was used due to limitations of the Pearson Chi-Square test when dealing with small 

samples as well as when dealing with counts less than five in the sample data. 

The resulting p-values and effect size calculated showed that there were several significant associative 

relationships within the study data. The table below provides a summary of the associations noted. 
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Table 52:Associations between tension management process and tension management outcome 

 

The data indicates that several factors in the tension management process are associated with the 

perceived outcome of managing the tension. This includes how a tension was discovered, tension 

management procedure, support to understand trade-offs, the level of management of the tension 

and the perceived appropriateness of the level at which the tension is managed. 

 

This suggests that multiple touch points within the process used to detect and subsequently manage 

AI ethics tensions may play a role in the perceived outcome of managing those tensions i.e., does the 

outcome represent the best interests of the organisation, the end user of the application, or is it 

equally favourable to both the organisation as well as the end user. 

 

 

5.3 CONCLUSIONS FROM THE FINDINGS 
 

 

Findings from the literature review have informed parts of the questionnaire that was implemented 

in this study. It was noted that AI ethics tensions provide a unique challenge to AI workers, who may 

not necessarily have the skills required to understand and effectively manage these ethical 

considerations. It was suggested in the literature that AI ethics considerations may be best managed 

through a multi-intervention approach, considering the varied roles participating in AI projects, the 

different levels of management at which decisions are made in organisations, widely varying project 

roles, different project objectives, varied process maturity levels within the organisation, and different 

project delivery methodologies within projects. These factors, and their association with perceived 
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effectiveness in managing AI ethics tensions, were explored in the current study via an in-depth data 

analysis.  

Findings from the data analysis performed during this study suggest that demographic factors may 

play a limited role in the identification of AI ethics tensions on AI solution development projects. This 

supports the existing literature, where researchers have suggested that effective management of AI 

ethics considerations needs the contribution from practitioners from across disciplines and levels of 

hierarchy within organisations developing AI solutions. It is important to note that this finding is based 

on reports from respondents, without the benefit of an independent review of each project to validate 

the accuracy of responses. 

Further findings indicate the project roles also play a limited role in indicating ability to detect AI ethics 

tensions, adding to the body of knowledge proposing that both technical and non-technical role 

players should be involved in managing AI ethics considerations. It was also found that project 

duration does not associate strongly with the AI ethics tension prevalence, lending support to the 

notion that projects of all sizes and durations are at risk of delivering solutions containing undiagnosed 

AI ethics tensions – it is not sufficient for organisations to only assess their largest, longest or most 

important projects for AI ethics tensions, this has to be done (on an ongoing basis through all stages 

of the system lifecycle) across all projects to ensure that the risk of unmanaged ethics considerations 

is minimized. It is important to note that, because responses were not validated against a ground truth 

of known project characteristics, there may be other factors which contribute to the lack of reporting 

of prevalence of AI ethics tensions on projects e.g., lack of ability of respondents to discern AI ethics 

tensions. 

Associations have been noted between the tension management process and the perceived 

effectiveness of managing AI ethics tensions, as perceived by practitioners that have been involved in 

AI solution development projects. This suggests that organisations would be well served in defining 

clearly what their approach is to managing AI ethics considerations in AI solution development 

projects to ensure that they are effectively identifying and managing AI ethics tensions as well as other 

AI ethics considerations.  

Associations have also been noted between the tension management process and the perceived 

outcomes of managing AI ethics tensions – keeping in mind that the outcome of the process is either 

detrimental or favourable to the end user. Organisations face a real risk of user backlash if they fail to 

identify and manage the AI ethics considerations appropriately and develop solutions which are later 

found to have disadvantaged their end users knowingly. 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



94 
 

5.4 RECOMMENDATIONS 
 

 

From the findings of the literature review, as well as the subsequent findings from the data analysis 

based on the questionnaire responses, several recommendations can be made that should be 

considered when creating a framework to management AI ethics considerations such as AI ethics 

tensions in AI solution development projects – these are listed in the sub-sections below. It is 

important to note that these findings are based on reports from respondents, without the benefit of 

an independent review of each project to validate the accuracy of responses against an established 

ground truth. 

 

5.4.1 All AI workers need to be included in the scope of the AI ethics framework 

developed 
 

No significant association was found between years of work experience and experience of AI ethics 

tensions in AI solution development. This may suggest that even inexperienced workers are able to 

understand and detect AI ethics tensions in the projects they work on. However, it is important to 

note the limitation of this project that ground truth for tension prevalence on projects was not 

established – therefore, we need to consider that accuracy of responses on tension prevalence may 

also play a role in this association. Furthermore, no significant association was found between project 

role and AI ethics tensions which may suggest that both technical as well as non-technical roles are 

equally important in managing AI ethics considerations in organisations. Again, it is important to note 

that the absence of a ground truth on tension prevalence should temper the conclusion we draw from 

this finding. Respondent data, taken at face value, points to frameworks developed within an 

organisation to manage AI ethics tensions needing to encompass all AI workers and not just a subset 

such as engineers or computer scientists or just technical business units within the organisation. 

However, to ensure validity of the findings, further studies should extend the current study 

methodology to include ground truth data on the prevalence of AI ethics tensions.  

 

5.4.2 All projects need to be covered within the scope of AI ethics frameworks 
 

No significant association was found between project duration and the prevalence of AI ethics 

tensions. This suggests that both short and long duration projects are equally likely to present 

situations where ethical dilemmas arise and need to be dealt with – therefore, any framework that 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



95 
 

manages AI ethics should ensure that all projects undertaken within an organisation are included in 

the scope of an AI ethics framework. Assuming that only key projects, for example, should be subject 

to full ethical review, may lead to AI ethics tensions going unchecked and unmanaged across several 

other projects. It is important to note that this finding is based on reports from respondents, without 

the benefit of ground truth data for each project. 

 

5.4.3 Ensure that the procedure to manage tensions is clearly defined 

  
From the data analysis, we note that there is a significant association between the procedure to 

manage tensions and the perceived effectiveness in managing tensions. Organisations will be well 

served in ensuring that their internal procedures to identify and manage AI ethics tensions are well 

documented and that all staff are aware and trained on the procedures that apply to AI solution 

development initiatives. 

  

5.4.4 Ensure that tensions are managed at the correct level 

  
We also note from the data analysis that there exists a significant association between level at which 

tensions are managed and both the perceived effectiveness as well as the outcomes of managing 

these tensions. Considering this, organisations should ensure that not only are there clear guidelines 

on how tensions should be managed, but there should also be clear delineations between the various 

levels within the organisation and how each level is expected to manage AI ethics tensions. As 

reflected upon in the literature review, a wide scope of decisions is taken while bringing AI solutions 

to market and these decisions need to be taken at the appropriate level to ensure that 1) 

accountability is managed appropriately within the organisation and 2) people making decisions have 

the full decision-making context relevant to their level in the organisation before they provide inputs.  

 

5.4.5 Ensure that teams are trained on how to assess the trade-offs between 

competing ethical values 
 

Comprehensive organisational support has been noted, in the literature review, as a key success factor 

in managing AI ethics considerations. In the data analysis, organisational support to understand trade-

offs is strongly associated with both perceived tension management outcomes as well as perceived 

tension management effectiveness. This forms one of the pillars of comprehensive organisational 

support to manage AI ethics considerations. It is therefore important that adequate support is 
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provided to all staff members so that they can identify and effectively manage ethical considerations 

that may arise within the AI solution development projects they are working on.   

 

 

5.5 CONCLUSION, LIMITATIONS AND AREAS FOR FURTHER RESEARCH 
 

 

The moment for AI ethics in academic research is clearly now – and with the recent publicity surge 

around generative AI, the clamour to understand this nascent area of AI will only intensify. While much 

foundational work has been done to set the scene for various approaches to managing AI ethics, it 

remains clear that feedback from industry on how AI product development is managed ethically has 

been patently missing.  

This study has provided a contribution to understanding how AI solutions are being developed in a 

media company in South Africa. Further studies are needed, not just in South Africa and across Africa, 

but world-wide and across industry boundaries to present more insights into how large enterprises 

are managing AI ethics considerations.  

Through both the literature analysis, as well as the subsequent data analysis of the responses received, 

insights have been provided on practitioner views on how AI ethics tensions are identified and 

managed today, as well as the outcomes and effectiveness of these management actions. 

Furthermore, recommendations have been provided, based on the results of the analysis, that should 

inform the creation of AI ethics tension management frameworks in organisations.  

While the study has provided new insights into the prevalence and management of AI ethics tensions, 

limitations and areas for further research should be noted. The current study used a cross-sectional 

survey design with purposive sampling – it would help answer generalizability if future studies could 

be extended across organisations and industries to determine whether the same conclusions are 

arrived at. To enhance the reliability of the study, it would also be a useful extension to the current 

study to survey multiple practitioners working on the same AI solution development project to 

determine whether the concepts of AI ethics tensions are equally well understood across practitioners 

both in the same organisation as well as across organisations and industries. This would require some 

element of anonymity being given up by both respondents as well as organisations participating in the 

study. 
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It would also be useful to perform longitudinal studies to evaluate the impact of implementing the 

recommendations listed in the previous section, to better characterise and understand the 

management of AI ethics tensions in organisations.  

AI ethics is an area of growing concern as well as attention – while there are many opportunities for 

organisations to remake themselves and their industries through the implementation of AI solutions, 

this needs to be done within a framework of comprehensive understanding and support for the ethical 

management of AI. 
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Appendix E3: Organisational support to understand trade-offs x effectiveness in managing tensions 
 

 

 

Appendix E4: Outcome x effectiveness in managing tensions  
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Appendix E5: Level of support and effectiveness in managing tensions  
 

 

 

Appendix E6: Appropriateness of level of management x effectiveness in managing tensions 
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Appendix E8: Tension management procedure x outcome of managing tensions  
 

 

 

Appendix E9: Level of support to understand trade-offs x outcome of managing tensions 
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Appendix E10: Level of management x outcome of managing tensions  
 

 

 

Appendix E11: Appropriateness of level of management x outcome of managing tensions 
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Appendix E12: Organisational support to manage the tension x outcome of managing tensions 
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