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Abstract  

Residents in US cities are exposed to high levels of stress and violent crime. At the same time, a 

number of cities have put forward ‘greening’ efforts which may promote nature’s calming effects 

and reduce stressful stimuli. Previous research showed that greening may lower aggressive 

behaviors and violent crime. In this study we examined, for the first time, the longitudinal effects 

over a 30-year period of average city greenness on homicide rates across 290 major cities in the 

US, using multilevel linear growth curve modeling. Overall, homicide rates in US cities decreased 

over this time-period (52.1 to 33.5 per 100,000 population) while the average greenness increased 

slightly (0.41 to 0.43 NDVI). Change in average city greenness was negatively associated with 

homicide, controlling for a range of variables ( =– 0.30, p-value=0.02). The results of this study 

suggest that efforts to increase urban greenness may have small but significant violence-reduction 

benefits. 
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Introduction 

Urban dwellers in the United States (now 81% of the total population (United States Census 

Bureau, 2016)) are exposed to a large number of negative externalities including excessive noise 

(World Health Organization, 2011), low air quality (Setälä, Viippola, Rantalainen, Pennanen, & 

Yli-Pelkonen, 2013), light pollution (Longcore & Rich, 2004), traffic congestion (Boyko & 

Cooper, 2014) and violent crime (Office for Victims of Crime, 2017), among others. Urban 

environments have also been found to adversely impact an individuals’ ability to process stressful 

situations. Indeed, this was shown by Lederbogen and colleagues (2011) who used functional 

magnetic resonance imaging to link the urban environment to specific neural processes. The 

researchers showed how urban living adversely affected the functioning of a key part of the brain 

(the perigenual anterior cingulate cortex) that regulates negative affect and stress. The result is an 

increase in risk for various types of psychological disorders including depression, anxiety, and 

mental fatigue (Kuo & Sullivan, 2001a; Peen, Schoevers, Beekman, & Dekker, 2010; Wandersman 

& Nation, 1998; World Health Organization, 2011). In contrast, natural or ‘green’ environments 

have been found to provide both visual and auditory cues that reduce overall stress (Roe et al., 

2013; Tyrväinen et al., 2014), anxiety (Roe, Aspinall, Mavros, & Coyne, 2013), anger (Bowler, 

Buyung-Ali, Knight, & Pullin, 2010), and rumination (Bratman, Daily, Levy, & Gross, 2015; 

Bratman, Hamilton, Hahn, Daily, & Gross, 2015).  

 The psychological benefits of being in contact with and/or exposed to nature may also 

lower an individual’s propensity for aggression and violence. The causal pathway through which 

this may occur is multifactorial and complex with a number of theories being espoused to explain 

this association. One prominent theory that has been commonly used to explain the aggression-

nature linkage is attention restoration theory (ART). ART posits that natural features attract our 
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involuntary attention, allowing for the restoration of directed attention, which is required for 

cognitive control (Berman, Jonides, & Kaplan, 2008; Berto, 2005). The theoretical linkage 

between greenness and violence is, therefore, indirect and mediated by self-control restoration. 

The ability to assert cognitive control (i.e., self-control) is critical to not only block out extraneous 

stimuli, but also to inhibit or suppress undesirable thoughts, feelings, or behaviors (Kaplan & 

Kaplan, 1989; Kuo & Sullivan, 2001a). Accordingly, the presence of nature can lead to the 

inhibition of violent or aggressive behavior (Kaplan & Kaplan, 1989; Kuo & Sullivan, 2001a; 

Staats, Jahncke, Herzog, & Hartig, 2016; Wilkowski & Robinson, 2008; Wilkowski, Robinson, & 

Troop-Gordon, 2010) and potentially lower rates of certain types of interpersonal crimes such as 

homicide. Another reason for the potential for ‘greenness’ to lower neighborhood crime relates to 

the ways in which nature impacts human behavior. According to Jacobs’ (1961) influential ‘eyes 

on the street’ theory, greenspaces encourage surveillance by people using these spaces legitimately 

thereby reducing the opportunities for criminal behavior. Jacobs’ theory is based on the premise 

that the public will attempt to stop and/or prevent criminal behavior if they witness it and in doing 

so provide community guardianship to collectively work to prevent or reduce crime. For instance, 

legitimate users of greenspaces (parks, community gardens, greened thoroughfares, sporting fields 

and ovals) may reprimand people engaging in illegal activity and/or contact law enforcement if 

they witness a crime. More recent research has, however, shown that greenspace amenities may 

either limit or generate crime depending on the public behavior they promote (Kimpton, Corcoran, 

& Wickes, 2017). Greenspaces with new and/or improved amenities may reduce certain types of 

crime (Brantingham & Brantingham, 1993; Knutsson, 1997) while greenspaces with crumbling 

and/or dilapidated amenities may increase the risk of crime (Groff & McCord, 2012; Rhodes et 

al., 2007).  
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Previous research has most often however found negative associations between the 

presence of nature and various types of crime (Donovan & Prestemon, 2012; Kondo, Hohl, Han, 

& Branas, 2016; Kondo, South, Branas, Richmond, & Wiebe, 2017; Kuo & Sullivan, 2001b; 

Snelgrove, Michael, Waliczek, & Zajicek, 2004; Troy, Grove, & O’Neil-Dunne, 2012; Mary, 

Wolfe & Mennis, 2012). That is, higher percentages of nature and/or levels of ‘greenness’ at 

various scales (ranging from neighborhood to city) have been found to be associated with lower 

rates of crime across a range of categories. ‘Greenness’ in this instance refers to various types of 

visible green vegetation (James, Banay, Hart, & Laden, 2015) such as shrubs and trees present in 

the urban environment (also referred to as ‘greenspace’ or natural environments). A limited 

number of studies have also examined the effect of ‘greening’ or greenness on crime levels over 

time (Branas et al., 2011; Burley, 2018; Harris, Larson, & Ogletree, 2018; Sadler, Pizarro, 

Turchan, Gasteyer, & McGarrell, 2017). The vast majority of these studies have also found a 

decrease in crime over time (ranging from a few years to a decade) after various greening effects. 

For example, Burley (2018) found a reduction in violent crime after a tree planting intervention 

(e.g., for every 100 trees planted, there were 24 fewer violent crimes the following year) over a 

five-year period in Portland, Oregon while Harris et al. (2018) found that the presence of a 

recreational trail lowered crime rates over five-year period in Chicago, Illinois. Other researchers 

have found a decrease in crime over a decade after the greening of vacant lots (Branas et al., 2011; 

Branas et al., 2018; Garvin, Cannuscio, & Branas, 2013; Sadler et al., 2017). Whilst these examples 

provide some evidence of the potential for added greenness to contribute to reductions in crime 

over time, these studies are most often context-specific reducing their generalizability to other 

cities. 



 
 

5

Thus despite a plethora of research in this area, there are still a number of gaps; notably the 

dearth of studies examining this association across multiple cities and over a substantial period of 

time. It could be that the results of prior studies are context-specific and/or are pertinent to one 

particular point in time. In this study we aim to examine how homicide trends vary in relation to 

levels of city greenness, and to ascertain whether this variation is context-specific or relatable at a 

national level. In fact, to our knowledge, this is the first empirical study examining the effects of 

greenness on homicide in multiple cities across the US over time; and certainly the first of its kind 

at a national scale. 

 

The current study 

The main aim of this study is to investigate the relationship between urban greenness and homicide 

over a 30-year period (1986–2015) across all major US cities. In achieving this aim, the study will 

make a number of important contributions to the extant literature. First, we will examine the 

relative importance of ‘greenness’ and its impact on homicide over an extended period of time. 

Most previous longitudinal research examining the impact of greenness on crime examine this 

association over a few years or up to a decade; in this study we explore the relative importance of 

urban greenness on crime over 30 years. Second, an important nationwide perspective is provided 

in contrast to existing context-specific studies undertaken most often across numerous cities in the 

United States. This is important in terms of establishing a frame of reference for future studies of 

this nature conducted outside the US. Ratcliffe (2010) notes that the most under-researched area 

of spatial criminology lies in spatial and temporal crime patterning, and prediction. Third, the study 

aims to provide a better understanding of the unique yet interdependent role that other factors play 

in understanding the crime-greenness linkage. We therefore aim to answer the following research 
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questions: does greenness reduce the risk of homicide across varying contexts over time? And do 

other factors also play a facilitating role? 

There are a number of reasons why this study is important but perhaps the most pertinent one 

relates to a changing climate and its effect on nature and subsequent human behavior. Indeed, 

climate change over the next century is predicted to radically alter the ways cities and their 

environs appear, and how humans subsequently act (Hu, Wu, Chen, Sun, & Li, 2017; Landauer, 

Juhola, & Klein, 2018). Understanding the climate-cities-behavior nexus is therefore crucial for 

future mitigation and planning actions in both a developed and developing context. With specific 

reference to this study, it is increasingly clear that a changing climate will alter water cycling with 

subsequent effects on vegetation and plant growth. Indeed, there is growing evidence that climate 

change has already greatly impacted land degradation (Webb et al., 2017), desertification 

(Eskandari, Borji, Khosravi, & Mesbahzadeh, 2016) and land use change (Edmonds & Rosenberg, 

2005) globally. Recent evidence has shown how climate change also impacts levels of greenness 

in cities (Jiang et al., 2017; Kong, Zhang, Singh, & Shi, 2017; Tong et al., 2019). This 

interdependence between climate, levels of greenness and criminal behavior is further explored in 

this study.  

 

Data and methods 

Homicide data 

City-level crime data were obtained from the Federal Bureau of Investigation (FBI)’s Uniform 

Crime Reporting (UCR) online reporting tool. Homicide cases for 290 American cities across 45 

states for each year from 1986 to 2015 were extracted from the crime dataset and used as the 

outcome variable of interest in this study (see Table S1). According to the FBI (2018) there are 
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three variables that make up the overall variable of homicide: murder and non-negligent 

manslaughter; negligent manslaughter; and justifiable homicide. Due to the changes in how 

negligent manslaughter and justifiable homicide have been defined over the 30-year time period 

of this study, they were excluded from the study and only murder and non-negligent manslaughter 

were included in the analyses. These two latter crime types were then extracted across the 30-year 

study period for each of the 290 cities. Only cities with a population of 100,000 were included 

here, as this is the inclusion criteria for FBI crime reporting.  Homicide was used as a crime type 

to analyze in this study for two reasons; first, homicide greatly impacts residents’ sense of personal 

safety and security (Skogan, 1990), and second, this type of crime provides the most objective 

assessment of violent crime risk in cities as a result of it being most difficult to under-report (M. 

Shaw, van Dijk, & Rhomberg, 2003). To aid analyses, the study period was split into five yearly 

periods (i.e., 1986–1990, 1991–1995, 1996–2000, and so forth). This was done for a number of 

reasons. First, census data were most often available in five-year periods. In fact, the census only 

started releasing yearly data starting 2000. In addition, this allowed for ease of analysis, and aided 

interpretation. Grouping the data also allowed greater consistency on time-frame availability for 

other variables used in the study such as the socio-demographic data and NDVI indicator, as 

outlined below. The cumulative homicide rate per 100,000 population was then calculated for each 

city across each five-year period by summing the annual homicide counts dividing by the 

population count for the most recent year in each of the five-year periods. This five-year 

cumulative homicide rate was used as the dependent variable.  
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Census data and spatial boundaries 

Census data were used to compile seven socio-demographic variables that may confound the 

relationship between levels of city greenness and homicide. This was done for each city at each 

five-year interval as census data were mostly available in five-year periods1. We selected a number 

of variables that have previously been shown to be associated with crime at the city-level (Borg & 

Parker, 2001; Jensen, Gatrell, Boulton, & Harper, 2004; Li & Weng, 2007; McCarthy, Galle, & 

Zimmern, 1975; Messner & Sampson, 1991; Pozzi & Small, 2001; Szantoi, Escobedo, Wagner, 

Rodriguez, & Smith, 2012; Thaler, 1978). The variables selected are primarily informed by the 

well-known social disorganization theory of C. Shaw and McKay (1942) which posits that 

neighborhoods (or cities) with high levels of economic deprivation, racial heterogeneity, 

residential mobility, and family disruption experience more crime and disorder than other 

neighborhoods (or cities). We do emphasize, however, that this study is not a test of this theoretical 

framework. Rather, the emphasis here is on selecting theoretically-specified variables that have 

universally been found to be associated with increased crime risk in neighborhoods (or cities). We 

did initially consider selecting variables that may predict longitudinal patterns of homicide over 

30 years but there was difficulty in obtaining and aligning the various predictors for each city at 

each time increment. Moreover, research has found similar structural predictors of crime over time 

in a variety of different contexts (Stansfield & Parker, 2013; Taylor, Groff, Elesh, & Johnson, 

2014).  

The variables selected include population density - which has previously been found to be 

positively associated with homicide (McCarthy et al., 1975) and has been used in studies 

examining the causes of crime over time (see Battin & Crowl (2017)). The impact of educational 

                                                 
1  U.S. Census started to produce yearly data in 2000. 
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attainment on criminality has been extensively investigated with most research showing significant 

and important linkages between high school graduation and crime (Gottfredson, 1985; Lochner & 

Moretti, 2004). For this reason, the percentage of persons without a high school degree was 

included as a confounder in the study. Likewise, the association between employment and crime 

has been exhaustively investigated with researchers most often finding an inverse relationship 

using a range of different methods (Blokland & Nieuwbeerta, 2005; Crutchfield & Pitchford, 1997; 

Farrington, Gallagher, Morley, St. Ledger, & West, 1986; Sampson & Laub, 1993) although the 

mechanisms that account for this association generally remain poorly understood (Apel & Horney, 

2017). Our in study we used the percentage of population who were unemployed to further 

investigate this linkage. The percentage of single mother households was included to address the 

issue of familial stability. According to social disorganization theory, an individual from a 

disrupted family is less likely to develop local friendship networks and a concomitant sense of 

connection with their neighborhood which can lead to neighborhood disintegration and crime. This 

variable – a common proxy for family disruption - has previously been found to be associated with 

crime across a diverse array of contexts in the United States (Messner & Sampson, 1991). Next, 

we compiled percent of the population living in poverty using the proportion of the population 

living below poverty as defined and compiled by the data for each city over each time-period. 

Poverty thresholds are defined by the United States Census Bureaus’ American Community 

Survey (ACS) on a national scale and are updated annually for inflation using the Consumer Price 

Index for All Urban Consumers2. Poverty has previously been used in studies of this nature (Borg 

& Parker, 2001; Jensen et al., 2004; Thaler, 1978). The percentage of individuals aged between 15 

                                                 
2 The first iteration of the ACS was in 2005. For the years preceding the ACS we used poverty thresholds as defined 
by the US Census’ Summary Tape Files (see https://www.census.gov/data/datasets/1990/dec/summary-file-2.html as 
an example) 
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and 24 years is a sub-population often associated with higher crime (Steffensmeier, Allan, Harer, 

& Streifel, 1989). Young adults have consistently had the highest homicide offending rates 

compared to other age groups (Cooper & Smith, 2011). A diversity index (DI) (see Meyer & 

McIntosh (1992)) was finally calculated to provide a measure of racial and ethnic diversity across 

cities. The DI measures the probability that any two people chosen at random from a given city 

are of different races or ethnicities; and is measured on a scale of 0 to 1, with 0 indicating that a 

city is totally homogeneous and 1 stating a city is totally heterogeneous. The DI is frequently been 

employed in population studies (see Johnson & Lichter (2010); Tam & Bassett Jr (2004)) and is 

calculated as:  

𝐷𝐼 ൌ  1 െ ෍ሺ𝑝௜
ଶሻ 

Where pi is the proportion of White, Black or African-American, Hispanic or 

Latino, Asian and Native Hawaiian, and all other races (including two or more 

races), divided by the total population.  

We are aware that it is not necessarily the mere presence of minority communities that impact 

crime risk but rather the social and economic marginalization affecting minority groups that may 

lead to higher crime (Krivo & Peterson, 2000; Peterson & Krivo, 2010). We believe however that 

the operationalization of risk related to racial/ethnic heterogeneity at the neighborhood level can 

best be measured using a diversity index which measures the level of ‘differentness’ specifically 

in neighborhoods. Research has exhaustively shown that the racial and/or ethnic composition of 

neighborhoods has an association with crime across a range of contexts using the measure we 

provide (Breetzke, 2020; Lum & Vovak, 2018; Wu & Lum, 2019). 

      Census data were obtained for the last year in each five-year period over the entire 30 years 

and used as time-varying confounders in our statistical modeling (detailed below). Intercensal data 
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were not available for 1995, so we averaged the census data for 1990 and 2000 to generate 

estimates for this time period. For percentage single mother households, we calculated the number 

of households and those that involved single mothers for each census tract within each city 

boundary (as it was not provided at the city level). For census tracts that partially fell inside the 

city boundary, we calculated the percentage area within the city and weighted the number of single 

mother households using this percent area (i.e., if a census tract contained 100 single mother 

households and had 50% of its area within the city, 50 single mother households was the result). 

Thus, we totaled all single mother households and households to generate an overall percent single 

mother households for each city. 

A number of cities had missing variables for certain time-periods3. For example, during 

the 2001-2005 time-period, almost nine per cent of cities were missing data pertaining to the 

percentage of population aged 16 years and older who were unemployed. For these variables, and 

others, we employed the Multiple Imputation by Chained Equations (MICE) method to impute 

these missing data (see White, Royston, & Wood, 2011). This method uses the distribution of the 

available data to generate estimates of plausible values for missing continuous and categorical data 

(Royston & White, 2011) and has been successfully used in previous research of this nature (Mars 

et al., 2014; Nutsford, Pearson, Kingham, & Reitsma, 2016; Sarkisian & Gerstel, 2015). In total, 

we generated nine replicates of the data through imputation. 

City boundaries from the 2015 census year were used for analyses (U.S. Census Bureau, 

2015). A number of cities were founded or changed during the course of the study period. For 

example, Centennial (in Colorado) was founded in 2001, so there was only data for the second half 

of the study period (2005–2015). Similarly, Louisville City (in Kentucky) became Louisville 

                                                 
3 Missing data ranging from 1.72% to 8.62% (see Table 1). While unfortunate, this is simply a reality when 
undertaking longitudinal research across multiple cities using a large number of variables. 
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Metro in 2003. In the latter instance we used the data for Louisville City in the first half of the 

study period (1990–2000) and Louisville Metro for the second half of the study period (2005–

2015). 

 

Climate data 

A final time-varying confounder added to the study was the temperature of each city. Over the past 

decade there has been a growing interest to determine how environmental factors such as climate 

influence different types of crime (see Breetzke & Cohn (2012); Ceccato (2005); Linning et al.  

(2017); Mares (2013); Schinasi & Hamra (2017). The vast majority of this research across a 

number of geographic locales has found positive associations between various meteorological 

parameters such as temperature, humidity, precipitation and crime (Agnew, 2011; Hipp, Curran, 

Bollen, & Bauer, 2004; Ranson, 2014). To control for the role that climate may play in the 

occurrence and risk of criminality in cities throughout the US, we compiled the mean annual 

temperature for all cities for each of the five-year periods using data from the PRISM Climate 

Group (PRISM Climate Group, 2018) and included this as a confounding variable in our analysis4. 

We used temperature rather than other meteorological parameters such as precipitation in our 

analysis for a number of reasons. First, historically most prior research examining the linkage 

between climate and crime use temperature as the main parameter of interest (Dexter, 1904; 

Gamble & Hess, 2012; Hu et al., 2017; Morrison, 1891; Rotton & Cohn, 2001, 2003; Stevens, 

Beggs, Graham, & Chang, 2019). Second, temperature has been identified as the most powerful 

meteorological variable when accounting for influences of violent crime trends globally (D. M. 

Mares & Moffett, 2015). Third, there is a rich theoretical framework that attempts to explain the 

                                                 
4 There were no available yearly temperature data for the cities of Anchorage, Alaska and Honolulu, Hawaii. For 
these two cities, we used PRISM’s 30-year normal data. 
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empirical association most often found between temperature and crime (see (Craig A. Anderson, 

1989; C. A. Anderson & Bushman, 2002; Baron & Bell, 1976; Zillmann, 1983). Using 

temperature, therefore, allows us to contrast the results of this work with past theory and research.  

In truth, a range of additional confounding socio-demographic and meteorological 

variables could have been added to our analysis. We were weary, however, of detracting from the 

original aim of this study, which is to examine the impact of city greenness on homicide and not 

to empirically test the impact of various socio-demographic and climatic variables on crime. We 

ultimately felt that this list of variables we identified best provided an overall level of risk of crime 

in cities throughout the US and therefore acted as controls in our analysis. 

 

City greenness data  

The level of greenness for each city was determined using the remote sensing-based normalized 

difference vegetation index (NDVI): 

𝑁𝐷𝑉𝐼 ൌ
𝑁𝑒𝑎𝑟 𝐼𝑛𝑓𝑟𝑎𝑟𝑒𝑑 –  𝑅𝑒𝑑

𝑁𝑒𝑎𝑟 𝐼𝑛𝑓𝑟𝑎𝑟𝑒𝑑 ൅  𝑅𝑒𝑑
 

The relatively well-known NDVI has proven to be a valid and efficient indicator of ground-based 

neighborhood and city-level greenness in previous studies of this nature (Rhew, Vander Stoep, 

Kearney, Smith, & Dunbar, 2011; Wicherts et al., 2014; Zhou, Troy, Morgan Grove, & Jenkins, 

2009). In this research, we used Landsat 5 and 7 annual greenest-pixel TOA (Top-Of-Atmosphere) 

reflectance composites with a spatial resolution of 30-m to calculate city-level greenness for all 

290 major cities. Each pixel in the grids represent the highest NDVI value of the entire year when 

the vegetation is at its peak (values range from 0 (low) to 1 (high) greenness, grand mean for all 

cities over 30 years = 0.42). We chose coverages for 1990, 1995, 2000, 2005, 2010, and 2015 in 

order to align with our demographic and climatic controls and then calculated the city-level mean 
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NDVI values for each of these years, to represent a value for the five-year period. Thus, each city 

in the study had six measures of average greenness (see Table S1). Table 1 shows the variables 

used in this study at each aggregated five-year increment. This variable served as our independent 

variables of interest in our statistical analyses, which we re-scaled by 100 for regression analyses 

to make findings more easily interpretable. 

 

Statistical analyses 

A number of steps were undertaken in our analyses. First, we calculated the mean and standard 

deviation of homicide and all covariates for each city.  We then grouped the cities into nine regions 

based on US Census divisions (U.S. Census Bureau, 2018) as regions may have similar vegetation 

types and climates (e.g., the central plains). Similar regional groupings were also utilized by the 

UCR, and thus, allowed for consistency in our study. Finally, we fitted a multilevel conditional 

growth curve model to examine the trajectories of homicide over time, accounting for clustering 

within each region. 

Growth curve modeling is a broad term for statistical models which account for repeated 

measures and, when multilevel, allow for estimations of inter-individual/unit variability in intra-

individual/unit patterns of change over time (Curran, Obeidat, & Losardo, 2010). Other traditional 

measures of analyzing longitudinal data (e.g. repeated measures analysis of variance, multivariate 

analysis of variance, raw and residual changes) focus over units (here, the unit is a city) within 

time-points. Growth curve models, on the other hand, look over time-points within a given unit (or 

city). Thus, each city’s trajectory is estimated based on the data available for that city, resulting in 

an intercept and growth term for each city.  In addition, growth curve models are highly flexible 

in including partially missing data and time-varying covariates (predictors that vary over time) 
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(Curran et al., 2010), which characterized the data sets we used in this study. Moreover, they have 

much higher levels of statistical power compared to traditional methods applied to the same data 

(Muthén & Curran, 1997). 

Growth curve models estimate the unique trajectories in the outcome (in our study, this is 

homicide rate) observed over time for each unit (or city), while accounting for independent 

variables. The collection of these individual trajectories in the outcome over time is a result of the 

model’s fixed and random effects (Curran et al., 2010). Fixed effects estimate the mean intercept 

(i.e., starting point) and mean slope (i.e., rate of change) of the pooled trajectories of all the 

observations (cities). In other words, the fixed effects in the growth model represent the mean 

trajectory of homicide rate from the pooling of all the cities. The random effects, on the other hand, 

estimate the between-city variability in the city intercepts and slopes and represent the variance of 

the individual city trajectory around the mean. Thus, larger random effects mean greater variances 

of intercepts and slopes compared to the mean values. A conditional growth model includes one 

or more independent predictors of growth, which in our case are time-varying covariates 

(greenness, census variables, and temperature). By adding these time-varying covariates in our 

model, we were able to estimate their influence to the repeated measures of homicide rate. In a 

regression model, residuals measure the random unexplained variability against the “best-fit” line 

(distance between the data point and the regression line). In a conditional growth curve model, 

however, the residuals contain the random variability plus the effects of the time-varying 

covariates. Thus, the repeated measure (homicide rate) is jointly determined by both growth factors 

(e.g. intercept, slope) and the time-varying covariates at a specified time. Likewise, we further 

expand our model to include interactions between time-varying covariates and time to assess the 

difference in the magnitude of the time-varying covariates effect as a function of time.  
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Specifically, we fitted a multilevel conditional linear growth curve model to investigate the 

effects of the changes in city greenness on the changes in homicide rate over time, controlling for 

time-varying socio-demographic and climatic covariates using the formula: 

 

𝑌௜௝ ൌ  𝛽଴ ൅ 𝛽ଵ𝑋ଵ௜௝ ൅ ⋯ ൅ 𝛽ଽ𝑋ଽ௜௝ ൅ 𝑢௜ ൅ 𝑣௜ ൅ 𝑤௝  

Where: 

 

𝑌  =  Homicide rate indexed by the five-year period (𝑖) and city (𝑗) 

𝑋ଵ to 𝑋ଽ =  The nine covariates used in this study indexed by the five-year period (𝑖) and city (𝑗) 

𝑢௜ = random intercept for the city through each five-year period (𝑖) 

𝑣௜ = random intercept for the region through each five-year period (𝑖) 

𝑤௝ = random intercept for each five-year period in a different city (𝑗) 

 

We used homicide rate as the outcome of the model and specified the model’s fixed effects to 

include all the time-varying covariates (variables 𝑋ଵ to 𝑋ଽ). We included random effects for three 

levels in our data: each city measured by five-year period, region measured by five-year period, 

and the five-year period. These random effects were included as we have multiple observations 

for each city over time and to account for city clustering within each region. Yearly effects are 

approximated in the five-year summary period.  

We quantified the extent of multicollinearity in our model using the variance inflation 

factor (VIF) and also tested for the homogeneity of variance (homoscedasticity). Finally, we 

compare beta coefficients to examine the direction of effects for all covariates on homicide. All 

analyses were undertaken using R.  



 
 

17

Results 

Descriptive  

The five-year period trends for homicide rate, average greenness, and other covariates are 

presented in Table 1. Overall, the homicide rate increased from 1990 to 1995 (from 52.1 to 60.8 

deaths per 100,000 population) then gradually declined to 33.5 deaths per 100,000 population in 

2015. The average greenness slightly increased from 0.41 in 1990 to 0.43 in 2015. Population 

density steadily increased from 3,100 people per square mile in 1990 to 3,900 people per square 

mile in 2015. The percentage of males aged 15 to 24 years decreased marginally over the study 

period (16% in 1990 to 15% in 2015) while the percentage of the population aged 25 years and 

older without any diploma encouragingly decreased from 23% in 1990 to 14% in 2015. The 

percentage of the population aged 16 years and older who were unemployed increased from four 

percent in 1990 to eight percent in 2010, then decreased to five percent in 2015. The average 

percentage of single mother households varied greatly across the study period with an increase of 

almost 32% from 1990 to 2005 (from 20% to 52%) followed by a decline to 23% in 2015. Ethnic 

diversity index gradually increased from 1990 to 2015 (0.42 to 0.57). Mean annual temperature 

remained almost constant within the entire study period. 

Unsurprisingly, there was wide variability in the changes in homicide rates in US cities 

across the 30-year study period (see Figure 1). Overall, homicide rates declined in 218 out of the 

290 cities (75%) with most of the cities in the Pacific, Mountain, West South Central, East South 

Central, South Atlantic, and New England regions exhibiting declining homicide rates. The largest 

declines in homicide were observed in Washington, DC, Atlanta (Georgia), and Richmond 

(Virginia) while the largest increases in homicide were in Pittsburgh (Pennsylvania), Salinas 

(California), and Baton Rouge (Louisiana). On average, the East South Central region had the 
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highest homicide rate with 77 deaths per 100,000 population, while the Mountain region had the 

lowest homicide rate with 25 deaths per 100,000 population (see Table S2).A wide variation was 

also found in the average greenness of US cities, however, unlike homicide, average city greenness 

generally increased across the 30-year study period (see Figure 2). The majority of the cities 

showed a slight increase in average greenness although the increase was marginal with 156 cities 

(54%), increasing by less than 0.05 NDVI. On the other hand, 87 cities (30%) experienced a 

decrease in average greenness of less than 0.05 NDVI. Most of the cities in the Pacific, West South 

Central, South Atlantic, East North Central, and New England regions showed an increase in the 

average greenness from the 1980s compared to 2010s. The three cities with the highest increase in 

average greenness were Anchorage (Alaska), Honolulu (Hawaii), and Brownsville (Texas) while 

the three cities with the biggest decline in average greenness were Gilbert (Arizona), Chandler 

(Arizona), and Fargo (North Dakota).  

 

Inferential 

We found that average city greenness had a significant negative relationship with the trajectories 

of homicide ( = – 0.30, 95% CI – 0.55, – 0.05, p-value = 0.017), after controlling for various 

time-varying demographic and climatic variables (see Table 2). For every 0.01 unit change in 

average greenness (NDVI), we would expect 0.30 fewer deaths per 100,000 population. The 

percentage of the population 25 years and older with no diploma, the population below poverty 

line, and ethnic diversity index all showed significant, positive relationships with homicide rate ( 

= 0.84; p < 0.001;  = 1.04; p < 0.001;  = 55.65; p < 0.001, respectively). Population density, 

population of people aged 25-24y, the percentage of the population aged 16 years and older who 

are unemployed, the percentage of single-mother households, and mean annual temperature did 
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not exhibit any significant relationships (Table 2). According to the VIFs reported in Table 2, all 

values were < 4 and thus multi-collinearity was not deemed to be an issue (Hair, Black, Babin, & 

Anderson, 2010). The greatest variability in homicide rate trajectories was found between cities 

(ICC = 0.80). The correlations in observations within year and within region were modest (ICC = 

0.41 & 0.33, respectively).  

 

Discussion 

The initial results of our study showed a decline in homicide rates over a 30-year period across the 

large majority of the United States. This trend is congruent with past research which has shown a 

drop in crime rates internationally; the so-called ‘crime drop’ (see Farrell (2013); Knepper (2012); 

van Dijk et al. (2012)). The notion here is that crime has significantly declined in most advanced 

countries over the past two decades, a consequence of improved and more security (see Farrell 

(2013). Additional reasons for the decline include increased levels of incarceration (Levitt, 1996), 

the economy (as measured by consumer sentiment) (Rosenfeld & Fornango, 2007), changing 

demographics (Blumstein & Rosenfeld, 2008), and other improvements made in policing (Farrell, 

2016). We also found an overall increase in the urban greenness in cities across the US although 

this was admittedly slight. Of note, the largest increase in greenness was observed in the most 

northern US city included in this study, Anchorage, Alaska. This polar city has seen tremendous 

change in the length of the growing season (increase of 1.9 days per decade, see (Lader, Walsh, 

Bhatt, & Bieniek, 2018) and the amount of greenery, largely due to increasing land temperatures 

over this time period . Also of note, the largest decline in greenness was observed in two cities in 

Arizona, a state with severe water scarcity, decreasing rainfall, and prolonged drought, related to 

climate change (Scott & Lutz-Ley, 2016). These findings suggest that while some cities may 
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actively promote greenness, climate change may play a larger role in the trajectories of greenness 

across US (and global) cities into the future (Schut, Ivits, Conijn, Ten Brink, & Fensholt, 2015). 

The intraclass correlation coefficient for cities was above 0.80, indicating that within-city values 

were highly correlated. This suggests that high (or low) homicide rates in cities tend to be 

maintained at high (or low) levels. While greenness may have a small impact, much of the 

variability in homicide rate is at the city-level. Similarly, the intraclass correlations for year and 

region were 0.38 and 0.37, respectively, which indicates that homicide values were similar within 

years and regions. While it is notable that these ICCs are relatively high, investigating the causes 

behind these values or in-depth regional analyses of the relationship between greenness and 

homicide are beyond the scope of the current study and warrant further exploration. 

       Regarding the substantive aim of this research, we found that the increase in city greenness 

significantly predicts the declining trajectory of homicide rate over time suggesting that the 

increased greening of cities witnessed over the past 30 years in the US may be used, in part, to 

explain the reduction in homicide in a number of cities. It is difficult to compare the results of our 

work to prior research given that this is, to our knowledge, the first study that has examined the 

association between city greenness and homicide over a number of decades and tested this 

relationship across many cities. Indeed, previous research has largely focused on measuring this 

association as the city level (Donovan & Prestemon, 2012; Garvin et al., 2013) and/or using cross-

sectional methods (Snelgrove et al., 2004; Troy et al., 2012). The limited number of longitudinal 

studies that have been undertaken have most often found a reduction in crime over time after a 

greening initiative (Branas et al., 2011; Branas et al., 2018; Burley, 2018; Garvin et al., 2013; B. 

Harris et al., 2018; Sadler et al., 2017). These examples provide some initial evidence of the 
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potential for added greenness to contribute to reductions in crime they are most often context-

specific reducing their generalizability to other cities.  

       Of course, there are a number of limitations to consider in this work. First, the study 

focused on the amount of greenness within cities and its association with homicide and did not 

consider the quality of greenness (e.g., aesthetics, native versus invasive), nor the differences in 

vegetation types across cities, as well as the accessibility and usage of green areas. It is being 

increasingly acknowledged that the type and frequency of greenspace interactions can impact 

health and wellbeing rather than greenness simply being available (for a few examples of studies 

evaluating quality and usage differences, see Holt et al. (2019), White et al. (2019), Liu et al. 

(2018), Fuller et al. (2007). As a result, our study is not able to draw causal inferences due to the 

lack of experimental manipulation. Regarding the type of greenness, a number of US cities, such 

as those in the post-industrial Rust Belt, have seen an increase in the number of vacant lots during 

this period. These lots often have overgrown vegetation that may inadvertently promote crime 

(Goldstein, Jensen, & Reiskin, 2001), but also positively contribute to a city’s mean NDVI. 

Regarding the former, there is currently a wealth of evidence that indicates that greenness can 

actually increase the risk of crime (see (Boessen & Hipp, 2018; Demeau & Parent, 2018; Groff & 

McCord, 2012; Kimpton et al., 2017)) although research findings are inconsistent (Pearson et al., 

2020) and the majority of this research has focused on parks (as one measure of greenness) and 

the areas adjacent to them. Researchers have also noted that the quality and characteristics of 

‘greenspaces’ as well as the social composition of the surrounding neighborhoods seem to have a 

mediating effect on the greenspace-crime relationship (Grommon, McCluskey, & Bynum, 2017; 

Mary K Wolfe & Jeremy Mennis, 2012). Greenspace quality, in this instance, refers to the level of 

greenness or diversity of vegetation, the maintenance of greenspace structures and amenities, as 
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well as the inclusion of safety features such as lighting (Sadler et al., 2017). Experimental research 

has shown that improvements in the quality of these greenspaces, in fact, lowers crime (Beam, 

Szabo, Olson, Hoffman, & Beyer, 2020). As Kimpton et al.  (2017, p. 304) note: “…as greenspaces 

are morphologically distinct, their ability to generate crime is arguably also distinct”.  

      Second, measuring mean NDVI over time does not indicate whether the change in greenness 

were caused by varying seasons of drought/rainfall, new ‘green’ infrastructure (e.g., median trees, 

parks, green roofs), vacant lots reverting to nature, or intentional greening initiatives undertaken 

in neighborhoods and cities. Third, aggregation to cities may hide heterogeneity within cities. 

Previous research has shown that lower socioeconomic status residents have less exposure to trees 

(Greene, Robinson, & Millward, 2018) which suggests that city-level greenness is not uniformly 

experienced by all residents of a city. Future work could usefully examine these nuances of 

greenness to provide further information about the potential to improve health and quality of life 

in cities. Confirmation of this study’s findings in other global cities would provide more robust 

conclusions about the crime-reduction potential of city greening efforts, with potential 

implications for climate-related vegetation change mitigation.  

       A fourth limitation is the use of UCR as a source of homicide data. Using UCR data to 

measure crime has well-known limitations (see (Walsh, 2011; Walsh & Jorgensen, 2017) For 

example, UCR reporting is voluntary with approximately four percent of the population (12.5 

million) not included in the data. Despite this however previous research has shown that using 

official police data usually produces results consistent with victimization surveys (see (Byrne & 

Sampson, 1986; McDowall & Loftin, 1992). Relatedly, there are also a number of other factors at 

the population level that can impact crime trends and reporting. For example, medical 

advancements since the 1980s have resulted in a reduction in the number of homicides due to 
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improved care but a concomitant increase in the number of attempted homicides (Harris, Thomas, 

Fisher, & Hirsch, 2002). It is difficult to control for this in our study given the number of cities 

and the time period under investigation. Finally, crime trend data could possibly shift based on the 

selected range of dates. As a result, choosing a different starting or ending year could result in a 

different trend observed and impact the results. We are reasonably satisfied however that the 

homicide data we have extracted and employ in this study is a relatively accurate representation 

of the true magnitude and distribution of this crime type throughout the country. Moreover, records 

from the UCR represent the most official and spatially replete crime dataset available in the 

country. Finally, our study was limited to major cities across the US with populations over 

100,000. It could be that the findings of our research are not applicable to smaller cities throughout 

the country. There is some evidence that the size of cities can influence the protective benefits of 

greenness on general health and wellbeing (see (James et al., 2015) which makes this an important 

avenue for future work. 

 

Conclusion 

In this study, we observed that urban greenness had a small negative impact on homicide rates in 

the United States, suggesting that greening efforts in cities may reduce violent crimes. While this 

finding is supported by much prior research across the United States (Hu et al., 2017; D. Mares, 

2013; Ranson, 2014), the results of our work are based on an analysis of 290 cities across a 30-

year time period in the country, which, to our knowledge, has never been carried out previously. 

While there was some variation between regions, the overarching finding was that increased 

greenness negatively impacts homicide across a broad swathe of the United States. This finding 

has important implications for human and urban design responses to climate change as it suggests 
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that changes in greenness may impact criminal behavior. With climate change predicted to result 

in a decreased global level of greenness in some regions (Eskandari et al., 2016; Webb et al., 2017), 

there is an urgent need therefore to ‘green’ cities, both for health promotion and crime mitigation 

reasons. Indeed, with increasing evidence suggesting that changes in climatic factors have already 

indirectly impacted changes in landscape greenness in the US over the past 25 years (Nash, 

Wickham, Christensen, & Wade, 2017), the need for large-scale interventions is now.  

      Perhaps the most obvious approach that can be adopted to deter criminal behavior based on 

the results of our research could be employing crime prevention through environmental design 

(CPTED) principles in city re-design and re-development. This approach refers to the notion that 

physical space can be designed to maximize the crime prevention potential of an area. It then 

involves the development of physical designs that reduce the opportunity for crime to occur. While 

various localized ‘greening’ CPTED initiatives have been undertaken in the United States with 

reasonable success (see (Beam et al., 2020; Branas et al., 2011; M. Kondo et al., 2016), there is a 

need for increased uptake of these initiatives nationally and, at least initially, in cities of greatest 

concern. Failure to do so may result in a small, but meaningful increases in violent crime for 

decades into the future. 
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Table 1. Descriptive statistics for demographic and environmental characteristics of 290 cities over 30 years, final year in each 5-year 
period shown as column header. 

Time-Varying Covariates 

Year 

1990 1995 2000 2005 2010 2015 

Homicide rate per 100,000 population, mean (sd) 52.1 (50.6) 60.8 (60.8) 42.7 (43.1) 42.1 (43.2) 39.6 (41.3) 33.5 (36.7)

Greenness (NDVI), mean (sd) 0.41 (0.14) 0.44 (0.12) 0.42 (0.12) 0.43 (0.11) 0.42 (0.12) 0.43 (0.12)

Population density in 1000s/mi2, mean (sd) 3.1 (2.7) 3.3 (2.8) 3.4 (2.8) 3.5 (2.7) 3.7 (2.7) 3.9 (2.8)

Percent male aged 15-24y, mean (sd) 16.2 (4.1) 15.9 (4.1) 15.7 (4.2) 14.7 (3.2) 16.1 (4.5) 15.4 (4.3)

Percent ≥ 25y with no diploma, mean (sd) 22.8 (9.5) 21.4 (9.1) 19.9 (9.2) 16.8 (8.3) 15.8 (7.8) 14.4 (7.6)

Percent ≥ 16y who are unemployed, mean (sd) 4.4 (1.3) 4.3 (1.3) 4.2 (1.4) 7.7 (2.7)b 7.8 (2.2) 4.5 (1.6)

Percent below poverty line, mean (sd) 14.6 (7.1) 14.6 (6.6) 14.5 (6.5) 15.8 (7.0) 18.5 (7.3) 17.6 (7.1)

Percent single mother households, mean (sd) 19.6 (7.3) 35.1 (7.5) 50.5 (9.7) 52.2 (15.6) 46.2 (18.2) 22.6 (9.2) 

Ethnic diversity indexa, mean (sd) 0.42 (0.2) 0.47 (0.2) 0.51 (0.1) 0.53 (0.1)c 0.56 (0.1)d 0.57 (0.1)e

Annual temperature in °F, mean (sd) 60.1 (8.1) 59.8 (8.2) 60.1 (8.0) 60.7 (8.5) 60.2 (7.8) 59.7 (7.9)

Values for each year are reported as mean (standard deviation) and represent the mean of the preceding 5-year period.
aValues closer to one indicate higher heterogeneity. 

Cities with missing data n (%): 
b25 (8.62%), c5 (1.72%), d5(1.72%), e6 (2.07%).  
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Table 2. Results of the multilevel conditional linear growth curve modelling. 
 

Fixed effects  95% CI SE df t-value VIF 

Intercept 25.25 – 11.74, 62.51 18.76 334 1.346 0.00 

Average greenness (NDVI), re-scaled by 100 – 0.30 – 0.55 –0.05 0.13 1411 – 2.397* 1.11 

Population density in 1000s/mi2 – 0.0002 – 0.0018, 0.0013 0.0008 546 – 0.290 1.23 

Percent male aged 15-24y – 0.25 – 0.80, 0.30 0.28 1655 – 0.913 1.07 

Percent ≥ 25y with no diploma 0.84 0.53, 1.15 0.15 1556 5.458*** 1.37 

Percent ≥ 16y who are unemployed 0.65 – 0.08, 1.37 0.37 1444 1.762 1.15 

Percent below poverty line 1.04 0.65, 1.44 0.19 1706 5.358*** 1.41 

Percent single mother households 0.08 – 0.01, 0.16 0.04 1402 1.814 1.03 

Ethnic diversity indexa 55.65 40.56, 740.72 7.65 1711 7.274*** 1.10 

Mean annual temperature in °F – 0.44 – 0.94, 0.06 0.25 530 – 1.743 1.05 

Random effects var sd ICC       

City 1097.7 33.13 0.81  

Region 180.1 13.42 0.41  

Year 130.7 11.43 0.33  

Residual 263.2 16.22  

Akaike information criterion (AIC) 15424.9 

SE = standard error; var = variance; sd = standard deviation; ICC = Intraclass correlation coefficient. 
aAdjusted for inflation to 2015 USD. 
bValues closer to one indicate higher heterogeneity. 
Significance at p-value: ***<0.001, **<0.005, *<0.05. 
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Figure 1. Homicide rate differences between the last five-year period (2011–2015) and the first five-year period (1986–1990) across 
290 US cities. 
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Figure 2. Average greenness changes between the last five-year period (2011–2015) and the first five-year period (1986–1990) across 
290 US cities. 


