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Highlights 

 We developed a random forest model to estimate daily PM2.5 concentrations at 1 km2 
resolution in South Africa. 

 Our model captured seasonal trends and spatial patterns of PM2.5 with relatively high 
accuracy. 

 High PM2.5 levels were identified in low-income settlements and industrial areas in 
western Mpumalanga. 

 PM2.5 levels decreased in north of Gauteng province after the implementation of new air 
quality standard. 
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Abstract 

 

Exposure to fine particulate matter (PM2.5) has been linked to a substantial disease burden 

globally, yet little has been done to estimate the population health risks of PM2.5 in South Africa 

due to the lack of high-resolution PM2.5 exposure estimates. We developed a random forest model 

to estimate daily PM2.5 concentrations at 1 km2 resolution in and around industrialized Gauteng 

Province, South Africa, by combining satellite aerosol optical depth (AOD), meteorology, land 

use, and socioeconomic data. We then compared PM2.5 concentrations in the study domain before 

and after the implementation of the new national air quality standards. We aimed to test whether 

machine learning models are suitable for regions with sparse ground observations such as South 

Africa and which predictors played important roles in PM2.5 modeling. The cross-validation R2 

and Root Mean Square Error of our model was 0.80 and 9.40 μg/m3, respectively. Satellite AOD, 

seasonal indicator, total precipitation, and population were among the most important predictors. 

Model-estimated PM2.5 levels successfully captured the temporal pattern recorded by ground 

observations. Spatially, the highest annual PM2.5 concentration appeared in central and northern 

Gauteng, including northern Johannesburg and the city of Tshwane. Since the 2016 changes in 

national PM2.5 standards, PM2.5 concentrations have decreased in most of our study region, 

although levels in Johannesburg and its surrounding areas have remained relatively constant. This 

is anadvanced PM2.5 model for South Africa with high prediction accuracy at the daily level and 

at a relatively high spatial resolution. Our study provided a reference for predictor selection, and 

our results can be used for a variety of purposes, including epidemiological research, burden of 

disease assessments, and policy evaluation. 
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1. Introduction 

Fine particulate matter (PM2.5, airborne particles with an aerodynamic diameter of less 

than 2.5 μm) is a ubiquitous air pollutant that harms human health and wellbeing. Numerous 

epidemiological studies of both short- and long-term exposure have reported strong associations 

with adverse health outcomes, including premature mortality and morbidity from a range of 

diseases (Atkinson et al., 2014; Burnett et al., 2018; Liu et al., 2019). Populations living in 

developing regions, in particular, are often exposed to levels of particulate matter greatly 

exceeding WHO standards, and an estimated 4.2 million premature death worldwide are 

attributable to ambient PM2.5 (Cohen et al., 2017; World Health Organization, 2016).  

In addition to natural sources such as biomass burning, dust storms, and ocean spray, 

PM2.5 and its precursors are emitted from several anthropogenic sources, including industrial 

activities, power generation, vehicle traffic, agriculture burning, and household fuel use (Tucker, 

2000). The diverse emission sources and secondary production that occurs in the atmosphere 

results in complex distributions of PM2.5 in space and time (Seinfeld and Pandis, 2016). Current 

air quality monitoring networks are often insufficient to quantify PM2.5 exposure and health risk 

at the local level even in high-income countries. Routine monitoring is even more sparse or 

nonexistent in many low- and middle-income countries (Brauer et al., 2016), however satellite 

data can be used to fill this gap.  

The past decade has seen the increasing application of satellite remote sensing products 

such as aerosol optical depth (AOD) to estimate surface PM2.5 concentrations. AOD measures the 

light extinction of aerosol particles at a given wavelength as it passes through the atmospheric 

column. Although AOD is often strongly correlated with surface PM2.5 concentration, this 

relationship is nonlinear and modified by various factors such as meteorology, particle vertical 
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distribution, and particle chemical composition (Hoff and Christopher, 2009; Liu et al., 2005; 

Sorek-Hamer et al., 2020). Over the past two decades, a number of statistical models have been 

proposed to capture these relationships at different spatial and temporal scales in order to 

improve prediction accuracy and robustness, including linear mixed-effects models (Ma et al., 

2016b), geographically weighted regression (GWR) (Ma et al., 2014), generalized additive 

models (Strawa et al., 2013), Bayesian downscaler (Chang et al., 2013), and multi-stage models 

(Kloog et al., 2014). Most recently, machine learning models such as random forests (Brokamp et 

al., 2018; Hu et al., 2017) and neural network (Li et al., 2020) have shown high prediction 

accuracy. These advanced satellite-driven models are useful tools to fill the data gaps left by 

sparse ground monitors networks and enable more comprehensive assessments of PM2.5 exposure 

and its associated health effects. Random forest model is a good choice for areas where advanced 

models have never been built to explore the spatiotemporal patterns of PM2.5 because it not only 

has high prediction accuracy but also provides guidance for predictor selection which is very 

helpful for future research.  

As part of the 2004 National Environmental Management: Air Quality Act (Act No. 39 of 

2004), approximately 130 ground ambient air quality stations have been established or, for those 

already in existence, incorporated into the national reporting of air quality levels on the South 

African Air Quality System (SAAQIS, http://saaqis.environment.gov.za/). These stations monitor 

criteria pollutants and precursors including PM10, PM2.5, carbon monoxide (CO), nitrogen oxides 

(NOx, NO, and NO2), ozone (O3), and sulfur dioxide (SO2), as well as meteorological factors 

(Gwaze and Mashele, 2018; South African Air Quality System). Most of these ground stations 

are in areas with poor air quality, such as low-income settlements that use solid fuel for cooking, 

heating or lighting (i.e., domestic burning activities), urban areas, areas near large roads, and 

industrial areas. These stations are situated within communities to assist with the assessment of 



5 
 

population exposure to air pollution. The ambient monitoring stations in South Africa are limited 

in spatial coverage, data availability, and data quality.  Only 20 ground stations had available 

PM2.5 data in our study domain. Hourly raw measurements were only available for 47% of the 

modeling days in our study period. After quality control, this percentage decreased to 40%. 

The South African government promulgated National Ambient Air Quality Standards 

(NAAQS) for many criteria pollutants in 2009 (Department of Environmental Affairs, 2009), and 

in 2012 (Department of Environmental Affairs, 2012a), promulgated PM2.5 standards. The PM10 

and PM2.5 standards were designed to become more stringent over time. Table S1 displays the 

PM2.5 NAAQS with compliance date; ultimately (i.e., starting 1 January 2030), the 24-hr standard 

of 25 µg/m3 will be equivalent to the WHO Air Quality Guideline, and the annual standard of 15 

µg/m3 would be equivalent to the WHO Interim Target 3 (World Health Organization, 2006). 

Ambient air quality in South Africa is impacted by a range of sources including natural 

sources such as biomass burning, dust, lightning, and biogenic sources, as well as anthropogenic 

sources such as industry, vehicles, domestic burning, and waste burning (Wright et al., 2017). In 

South Africa, coal is the dominant energy resource, providing 69% of primary energy needs and 

more than 90% of electricity (The World Bank; Zulu et al., 2019). Emissions from other human 

activities, including industry, mining, mobile vehicle, domestic burning, waste burning, also 

contribute to PM2.5 pollution, resulting in a significant public health burden (Katoto et al., 2019; 

Pacella et al., 2007; Wright et al., 2017).  

Using monitoring data and interpolation with the Benefits Mapping and Analysis Program 

(BenMAP) model, Altieri and Keen (2019) estimated that if the WHO Guidelines for annual 

average PM2.5 concentrations were met across South Africa, that 28,000 premature deaths (95th 

percentile CI 15 000 – 52 000) in South Africa could be avoided, with economic costs of over 
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$29 billion (~4.5% of South African’s GDP). A key source of uncertainty in this estimate is from 

the limited coverage of PM measurements across South Africa. 

The South African government declared three national air quality priority areas where 

ambient air quality does (or is projected to) exceed NAAQS to focus concerted and specific air 

quality measures to address the poor air quality (Department of Environmental Affairs, 2005). 

These Priority Areas are the Vaal Triangle Airshed Priority Area (VTAPA) (Department of 

Environmental Affairs and Tourism, 2006), the Highveld Priority Area (HPA) (Department of 

Environmental Affairs and Tourism, 2007), and the Waterberg-Bojanala Priority Area (WBPA) 

(Department of Environmental Affairs, 2012b) (Figure 1). The Priority Areas contain most of 

South Africa’s large industrial hubs and coal-fired power plants. The Priority Areas also contain 

portions of the Gauteng Province, where the large mega-city conurbation of Johannesburg-

Tshwane-Ekurhuleni is located, the domain of this study. 

 

Figure 1. Study Domain and Ground Monitoring Stations. 
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Ambient air quality levels in the study domain often exceed South African National 

Ambient Air Quality Standards, with exceedances driven by high PM2.5, PM10, and ozone 

concentrations (Gregor et al., 2019; Kogieluxmie and Venkataraman, 2019; uMoya-NILU, 2017; 

Venter et al., 2012). A decreasing trend in PM2.5 concentrations has been found at some 

monitoring sites in the HPA and the VTAPA, though at the current rate, compliance with current 

standards will take years at some sites and decades at others. PM concentrations generally peak in 

the dry winter season, driven by increases in both emissions (e.g., domestic burning, wind-blown 

dust, biomass burning) and stagnant meteorological conditions (Hersey et al., 2015; Tyson et al., 

1988; Xulu et al., 2020). In general, PM concentrations are higher in low-income settlements 

compared to monitoring sites in industrial and middle-class residential areas (Hersey et al., 2015). 

Large-scale regional biomass burning impacts this region in the late winter and spring, leading to 

peak Aerosol Optical Depth (AOD) levels (Archibald et al., 2010; Duncan et al., 2003; Hersey et 

al., 2015; Queface et al., 2011; Tesfaye et al., 2011).  

The ability to accurately estimate exposure to ground-level PM2.5 is essential to study its 

adverse health effects and assess the effectiveness of air pollution control measures. In this study, 

we built a 1 km2 resolution daily PM2.5 concentration model in Gauteng Province and the 

surrounding areas from 2014 to 2018, based on satellite AOD, meteorological fields, land use 

data, and socioeconomic variables. This is an advanced model rarely developed in South Africa 

or elsewhere in Africa. Our goal is to explore the feasibility of developing machine learning 

models in this region with sparse and incomplete ground measurements and gain insight on 

important predictors of PM2.5 levels. We also assessed the change in regional PM2.5 levels before 

and after the implementation of new national air quality standards.  
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2. Data and Method 

2.1. Study Area 

Our study area is approximately 200 x 230 km2 in the northeast of South Africa on the 

Highveld Plateau (average altitude ~1700 meters), covering all of Gauteng Province, western 

Mpumalanga Province, and the eastern part of the North-West Province, as shown in Figure 1. 

Gauteng Province, with a population of approximately 15 million people, is the country’s 

economic engine, contributed more than a third of South Africa’s GDP in 2017 

(http://www.statssa.gov.za/?p=11092). Gauteng Province contains the large mega-city 

conurbation of Johannesburg-Tshwane-Ekurhuleni; Johannesburg is the country’s largest city, 

and Tshwane is its administrative capital. The domain contains part or all of the three declared 

Priority Areas, all of which have large industrial centers, including the areas around Rustenburg, 

Vereeniging, and eMalahleni. The domain contains 13 of the country’s 15 coal-fired power 

stations, many of which are in Mpumalanga Province. The population and population density 

vary greatly across the domain, with peaks in the urban areas of Gauteng Province, with 

minimums in small cities and rural areas across the other Provinces. 

The domain includes a variety of land uses including industrial, mining, urban centers, 

small cities, and agriculture. The majority of the domain is the grassland biome, with savanna at 

the northern part (Mucina et al., 2006). The meteorological conditions are often poor for 

dispersion of pollutants, with stagnant conditions, inversions, and recirculation of pollution most 

common in winter (Tyson et al., 1988). Precipitation in South Africa is highly seasonal, and this 

domain is part of the summer rainfall region.  
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2.2. Ground measurements 

There were 20 ground monitoring stations included in our study (Figure 1). Hourly PM2.5 

data were provided by the South African Weather Service through a request submitted through 

South Africa Air Quality Information System (SAAQIS, http://saaqis.environment.gov.za/). 

These data then underwent quality control, with the negative values and repeating values (more 

than three consecutive identical values) examined and removed if found to be anomalous. Daily 

averages were only calculated when 75% or more of the hourly measurements were available 

(Table S2).  

 

2.3. Satellite AOD and Gap Filling 

The Multi-Angle Implementation of Atmospheric Correction (MAIAC) algorithm uses 

time series analysis and a combination of pixel and image-based processing for Moderate 

Resolution Imaging Spectroradiometer (MODIS) measurement to get a higher spatial resolution 

(from 25 to 1 km2) and improve the accuracy of aerosol retrievals (Lyapustin et al., 2018). 

MAIAC AOD at 550 nm from the Terra (overpass at 10:30 am local time) and Aqua (overpass at 

1:30 pm local time) satellites were downloaded from Level-1 and Atmosphere Archive & 

Distribution System Distributed Active Archive Center 

(https://ladsweb.modaps.eosdis.nasa.gov/missions-and-measurements/science-domain/maiac/). 

To improve the coverage of AOD, we developed a customized approach to combine Aqua and 

Terra AOD retrievals. First, we fitted a simple linear regression between Aqua AOD and Terra 

AOD by season and used the estimated regression coefficients to estimate the missing Aqua 

AOD for those grids with only Terra AOD, and vice versa. Secondly, the Aerosol Robotic 

Network (AERONET) L2 measurements from Pretoria_CSIR-DPSS site, the quality assured 
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ground based remote sensing aerosol network (https://aeronet.gsfc.nasa.gov/), were used to 

validate the gap-filled AOD observations. The AERONET AOD at 550 nm within 30 minutes of 

MAIAC measurement was computed based on AOD at 440 nm and Angstrom exponent (α) of 

wavelength range 440-675 nm, as Equation 1 shows. We developed a linear mixed-effect model, 

including season-specific random effects, between the AERONET site AOD and matched pixel 

AOD and used the resulting regression coefficients to correct gap-filled AOD data. Finally, the 

mean of validated Aqua and Terra AOD was calculated and used as the parameter in the PM2.5 

model. The aerosol optical depth and type was downloaded to show whether the smoke/dust 

model was used in MODIS AOD. In addition, an indicator of fire spot data, which is a type of 

cloud mask, was also captured from MODIS AOD.  

𝐴𝑂𝐷ହହ଴௡௠ ൌ 𝐴𝑂𝐷ସସ଴௡௠ ൈ ൬
550
440

൰
ିఈሺరరబ೙೘షలళఱ೙೘ሻ

൫1൯ 

 

2.4. Meteorological and Land Use Data 

Hourly meteorological data, including surface albedo, surface incident shortwave flux, 

evaporation from turbulence, total cloud fraction, total precipitation, wind speed, wind direction, 

planetary boundary layer (PBL) height, temperature, humidity, and surface pressure, with a 

spatial resolution of 0.25° latitude × 0.3125° longitude, were obtained from Goddard Earth 

Observing System Data Assimilation System GEOS-5 Forward Processing (GEOS-5 FP, 

https://gmao.gsfc.nasa.gov/GMAO_products/NRT_products.php). All data were converted to a 

daily mean value. 

The South African National Land-Cover map at 20m resolution was acquired by Sentinel 

2 during the period from January 01, 2018 to December 31, 2018 (Department of Environmental 

Affairs and Department of Rural Development and Land Reform, 2019). The percentage of each 
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land cover type, such as woodland, grassland, wetland, residential area, rock surface, water 

surface, old fields, commercial land, and industrial land, was calculated by reclassifying 72 kinds 

of land use types. The Gridded Population of the World (GPW) version 4 was used for 

population counts and densities every five years from 2000 to 2020, at the resolution of 30 arc-

seconds (Center for International Earth Science Information Network, 2016). Yearly population 

counts were estimated by linear interpolation. 30-meter elevation data were extracted from 

Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) Global Digital 

Elevation Model Version 3 (GDEM 003) (United States National Aeronautics and Space 

Administration and the Ministry of Economy Trade and Industry of Japan, 2019). The total main 

road and railway length within each pixel was calculated using ArcGIS. 

 

2.5 Emission and Economic data 

Emissions of domestic waste burning and fuel combustion for PM2.5 at 3km resolution 

were developed using a method consistent with the second-generation Vaal Triangle Airshed 

Priority Area Air Quality Management Plan (Department of Environment Forestry and Fisheries, 

2020). Open burning in residential areas was quantified based on available information. Both a 

top-down (for gas, paraffin, and coal) and a bottom-up (for wood) approach were used for 

domestic fuel use emissions(Department of Environment Forestry and Fisheries, 2020). 

Economic data were obtained at the municipal level, including income inequality, income 

poverty, a multi-dimensional poverty index (MPI), and variance of weighted deprivation scores 

(David et al., 2018). Income poverty indicates the percentage of residences with income lower 

than the upper income poverty line in 2011 (Statistics South Africa, 2019). Income equality is 

represented by the Gini coefficient. Municipalities with a higher Gini coefficient are considered 
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as high-income inequality. Four dimensions and ten indicators were used to calculate the MPI 

(David et al., 2018) and they were selected from the recent literature in measuring 

multidimensional poverty in South Africa (Frame et al., 2016; Statistics South Africa, 2014). 

MPI was high in poor municipalities and low in rich municipalities. Deprivation is determined by 

all the indicators at the household level and the household-level deprivation scores assigned by 

all individuals in the household (David et al., 2018). Weighted deprivation scores were calculated 

at the individual level.  

 

2.6 Data Integration 

 The MAIAC AOD data grid at 1km resolution in sinusoidal projection was used as our 

modeling grid. The spatial alignment of the model predictors was performed as follows. The 

location of each ground air quality monitor in geographical coordinates was spatially joined to a 

MAIAC grid cell on the fly in ArcGIS using the nearest neighbor approach. For gridded 

meteorological parameters at a coarser resolution, the Euclidian distances between the centroids 

of the coarse resolution grid cells and the centroids of MAIAC grid cells were calculated in R, 

and the coarse resolution grid cells were mapped to the MAIAC grid cells using the inverse 

distance weighting approach (Shepard, 1968). Emissions data at 0.03° x 0.03° resolution and 

municipality-level economic data were re-projected to sinusoidal projection on the fly in ArcGIS, 

then assigned to each MAIAC grid cell using the nearest neighbor approach. Raster-based land 

use data at ~30 m resolution was re-projected to sinusoidal projection on the fly in ArcGIS, then 

the percentage of each major land use type was calculated for each MAIAC grid cell. Total main 

road and railway length were calculated in each MAIAC grid cell using polygon road network 

files. The model prediction data was compiled using the same procedure. 
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2.7. Random Forest Model 

Random forest is a flexible, decision-tree based ensemble machine learning algorithm that 

can capture non-linear relationships and interactions between predictors (Breiman, 2001). It does 

not make restrictive assumptions of independence and population distribution.  Compared with 

neural network models, results from RF are easier to interpret and can report predictor 

importance rankings to guide variable selection (Geng et al., 2018). The RF model randomly 

selects subset samples from all observations with replacements, and then builds multiple decision 

trees to reach a more accurate and stable prediction (Breiman, 2001). We set the number of 

decision trees and predictors in each node as 500 and 13, respectively, to achieve the balance of 

prediction accuracy and computational efficiency. To estimate daily PM2.5 concentrations at 1 km 

resolution in our study domain, we trained a random forest with the response variable being daily 

mean PM2.5 concentration at each monitoring station. Season variables were included in the 

analysis, including summer (Dec. – Feb.), winter (Jun.- Aug.), and spring (Sep. - Nov.). Since the 

national standard for ambient PM2.5 concentration was changed on January 1st, 2016, we 

classified the year to a dichotomous variable before policy (2014-2015) and after policy (2016-

2018). Other model predictors, as described above, included gap filled daily MAIAC AOD, 

meteorological factors, percent of land use type, population, elevation, road length, 

multidimensional poverty data, and emission data from waste and fuel burning. All predictors are 

listed in Table S3. We carried out 10-fold cross-validation (CV) to evaluate model performance, 

where we randomly divided the model training dataset into ten equal segments with nine used for 

training and one for prediction. We repeated this process ten times so that each PM2.5 

measurement was matched with a prediction. After this, we fitted a linear regression between 
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observations and predictions. The R2 value and Root Mean Square Error (RMSE) were used to 

measure the performance of fitness, along with the intercept and slope. 

 

2.8. Policy Analysis 

The PM2.5 estimation from the random forest model, divided into before and after the 

implementation of the more stringent ambient air quality standard for PM2.5 (January 1st, 2016), 

was used to investigate if the change in the standard had an impact on ambient air quality. The 

percentage of the study area with a PM2.5 concentration meeting the standard was calculated and 

the difference in PM2.5 concentration between the two time periods was computed. 

 

3. Results 

3.1. Ground Measurements and Gap-filled AOD 

Ground measurements were available from January 1st, 2014 through December 31st, 

2018. A total of 14,927 daily PM2.5 values were calculated from the hourly measurements, 

ranging from 72 to 1386 per monitoring site. The multi-year mean and standard deviation of daily 

PM2.5 for all stations was 27.23 μg/m3 and 20.95 μg/m3, respectively, with a range of daily values 

of 0.91 – 263.88 μg/m3.  

There was substantial inter-monitoring site variability in the multi-year average PM2.5 

levels, with the lowest being 16.17 μg/m3 in Middelburg and the highest 88.42 μg/m3 in 

Olivenhoutbosch (“OLI” on Figure 1). Most stations had the same seasonal pattern, with lower 

levels in the summer (Dec-Feb) and higher levels in winter (Jun-Aug). This is consistent with 

previous studies (Hersey et al., 2015). The majority of monthly aggregated PM2.5 measurements 

were less than 50 μg/m3, while some stations had winter PM2.5 observations approaching or 
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exceeding 100 μg/m3, such as Olivenhoutbosch in 2017 and Xanadu in 2015. Nine of the ten 

highest daily PM2.5 concentrations (> 200 μg/m3) were recorded in Olivenhoutbosch during June 

and July 2017. 

The gap-filling method increased temporal coverage of available AOD in our study 

domain from 48% for Aqua and 59% for Terra to 67% for the full gap-filled MAIAC AOD. 

During our 5-yr study period, the mean and standard deviation of gap-filled AOD of all station-

days was 0.153 and 0.07, respectively, with a range of 0.041 to 0.58. The maximum monthly 

AOD was 0.23, which occurred in September 2015. High AOD readings always occurred in 

September through November each year which is consistent with a previous study over South 

Africa (Horowitz et al., 2017; Queface et al., 2011; Tesfaye et al., 2011). 

 

3.2. Random Forest Model Performance 

After matching all variables to the 1 km2 fixed pixel, our final training dataset had 9,853 

station-day observations and 40 predictors. The cross validation R2 and Root Mean Square Error 

(RMSE) was 0.80 and 9.40 μg/m3, respectively, indicating satisfactory performance from the 

random forest model (Figure 2). The slope and intercept of the univariate linear regression 

between PM2.5 measurement and estimation were 1.13 and -3.66, respectively, indicating that the 

random forest model might slightly overestimate at low PM2.5 concentrations and underestimate 

at high PM2.5 values, especially when daily PM2.5 concentration exceeds 150 μg/m3. Since PM2.5 

measurements from Olivenhoutbosch station were always high, with the peak over 150 μg/m3, we 

did a sensitive analysis to explore whether the model performed better when we removed this 

station. However, there was almost no change to the slope of the regression line. We also 

evaluated the model performance at the top 20% of all station-day observations and its 
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corresponding predictions. The CV R2 and RMSE was 0.69 and 14.36 μg/m3, respectively, along 

with the regression slope of 1.01 and intercept of -8.81 (Figure S1), indicating good model 

prediction accuracy and a low overall bias as high concentration levels. 

 

Figure 2. Scatter Plot for 10-fold Cross-validation of Daily PM2.5. Red dashed line is the 1:1 line. 

 

The importance ranking of random forest model predictors is provided in Figure S2, a 

measurement of the predictive power of independent variables. The indicator of season was the 

most important predictor, followed by gap filled MAIAC AOD, total precipitation, population, 

and the indicator of policy.  
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Figure 3. Observed (blue) and Estimated (red) Monthly PM2.5 Concentration for five representative stations. 
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3.3. Model Predicted PM2.5 Temporal and Spatial Patterns 

Figure 3 shows the time series plots for monthly mean PM2.5 ground measurements and 

our model predictions at five representative stations: Diepkloof, Three Rivers, Xanadu, Ermelo, 

and Middelburg. The Diepkloof station is located within a densely populated area close to the 

main roads into Johannesburg from the southwest. The Three Rivers station is located in a 

middle-class suburb at the southernmost of Gauteng Province and within the footprint of 

Eskom’s Lethabo Power Station. Xanadu site is located in the peri-urban area west of the City of 

Tshwane in the Northwest Province with fewer strong local sources, though it is impacted by the 

outflow from the City of Tshwane. The Ermelo and Middelburg stations are located in low-

income and middle-income residential areas in Mpumalanga Province, respectively, with similar 

land cover types. Time series plots for other stations are in Figure S3. Our model captured 

seasonal trends well, showing the highest PM2.5 levels in winter (Jun- Aug) and the lowest levels 

in summer (Dec – Feb) across stations. While our model tended to underestimate at very high 

monthly PM2.5 concentrations, i.e., close to 35 μg/m3, the absolute difference between ground 

measurements and model predictions was generally less than 5 μg/m3 at the monthly level.  

Figure 4 shows the spatial distribution of model-predicted seasonal mean PM2.5 

concentrations at 1 km resolution. There is seasonal and spatial variability of PM2.5, with the 

highest values centered around populated Gauteng Province. The lowest concentrations were 

generally seen in Mpumalanga Province. There is also an area to the west of Johannesburg that 

had lower PM2.5 than its surrounding areas. The highest PM2.5 was between the cities of 

Johannesburg and Tshwane. Northern Gauteng and Mpumalanga Provinces in the southwestern 

part of our study domain also had high PM2.5 levels. The estimated mean PM2.5 concentration was 

highest in winter, ranging from 21 μg/m3 to 123 μg/m3, with the area-averaged mean above 50 
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μg/m3. The PM2.5 in spring and fall were similar with an area-average mean around 35 μg/m3. 

PM2.5 concentrations in summer were the lowest and varied from 8 μg/m3 to 67 μg/m3 with an 

area-average mean value around 26 μg/m3. In winter, the highest PM2.5 values occurred in the 

northwest of the study domain whereas in the eastern part, estimated PM2.5 was generally much 

lower and always less than 30 μg/m3. In spring, summer, and fall, the estimated PM2.5 was high at 

the junction of Mpumalanga and Gauteng north of Johannesburg. PM2.5 concentration was less 

than 25 μg/m3 on east of the study domain across all seasons. 

 

Figure 4. Five-year Average Seasonal Estimated ground-level PM2.5 Concentration Map. 

 

Figure S4 reports the annual average of PM2.5 for each station in our study domain, which 

ranged from 15.97 μg/m3 to 97.62 μg/m3 and was similar between years. Similar to the seasonal 

averages, the lowest estimated annual averages were seen in the Mpumalanga and the south-

eastern Gauteng, and the highest in and around Gauteng Province. The overall level of PM2.5 was 

the lowest in 2016, but had similar levels in the following two years.  
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3.4. PM2.5 Concentration Changes in Implementation of New Standard 

During the full study period, only 31% of the study area had annual PM2.5 concentrations 

below 25 μg/m3 (the old standard), with 14% below 20 μg/m3 (the new standard), indicating that 

the majority of the domain was out of compliance with the national PM2.5 standards. 

Figure 5 displays the difference in PM2.5 concentration before (2014-215) and after (2016-

2018) the change in the PM2.5 air quality standard. PM2.5 concentrations decreased in most of the 

study domain after this change. A reduction of 0.5 μg/m3 to 2.0 μg/m3 in PM2.5 concentration 

occurred in the southern part of the study domain after the new standard came into effect. The 

reductions were even greater (above 2.0 μg/m3) in the northern area, particularly in the northwest. 

However, Johannesburg and the surrounding areas did not experience an obvious change.  

 

Figure 5. Difference in Annual PM2.5 Concentration before (2014-215) and after (2016-2018) the new PM2.5 

standard. 
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4. Discussion 

It is well known that fine particles are associated with a large burden of disease in South 

Africa (Altieri and Keen, 2019; Bauer et al., 2019; Global Burden of Disease, 2016; Lim et al., 

2012; Wichmann et al., 2012). Nevertheless, the monitoring network in South Africa is uneven, 

and mainly located in densely populated urban centers or industrial areas. The monitors have 

variable data quality and data capture rates, hindering PM2.5 exposure assessment for large 

segments of the South African population. Several modeling studies have estimated PM2.5 

concentration in the country. For example, Saucy et al. (2018) developed an annual land use 

regression model for outdoor PM2.5 concentration in the Western Cape Province. Their R2 of 0.21 

indicates that much of the variability in PM2.5 was not captured. Marais et al. (Marais et al., 2019) 

applied the GEOS-Chem model to simulate ambient PM2.5 concentrations across Africa in 2012 

and 2030, and found that PM2.5 concentrations in 2012 for sites within this study’s domain were 

overestimated by their model. Available gridded modeled datasets, such as those used in the 

Global Burden of Disease project, have large uncertainties when compared with available 

monitoring data (Garland et al., 2017; Luckson et al., 2020). The coarse spatial resolution and 

low predictive power of these simulated air quality data limit their applications in health effects 

research and policy assessment.  

The random forest algorithm we developed was based on the 1 km resolution MAIAC 

AOD. This is anadvanced model for South Africa with high prediction accuracy at the daily level 

and at a relatively high spatial resolution. Our model is able to simulate the monthly and seasonal 

cycle across the domain well, showing the expected increase in ground-level PM2.5 

concentrations in the winter with stagnant air and little rain. Spatially, the highest PM2.5 values 

were found within and around Gauteng Province, and a majority of the area did not meet the 
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national ambient air quality standards. Due to the large population and the large number of 

emission sources, it is expected that PM2.5 concentrations would be high in Gauteng. The Vaal 

Triangle Airshed Priority Area (VTAPA) in southern Gauteng is known to have high air pollution 

levels due to large and numerous emissions sources. In addition, low-income settlements that use 

domestic burning for heating and cooking, and mining and industrial areas in western 

Mpumalanga also show high PM2.5 levels. Interestingly, some high PM2.5 concentrations were 

present far outside the urban centers, such as to the northwest through the southwest. There have 

been few to no measurements in these areas, and thus the performance of the model in this area is 

difficult to quantify but indicates the need for additional monitoring to better understand the 

PM2.5 concentrations and spatial trends.  

While a great number of PM2.5 models have been reported worldwide, model performance 

largely depends on the availability of ground monitoring data. It has been shown that satellite 

based PM2.5 estimates are very sensitive to the number of ground monitoring sites (Geng et al., 

2018). Therefore, most PM2.5 models reported in the literature were developed in regions with 

sufficient training data, such as the US, China, and Europe. There were no advanced PM2.5 

modeling studies in South Africa, providing us no reference on drivers of PM2.5 distribution in 

this region. Our study explored the feasibility of developing a high-performance PM2.5 

spatiotemporal model in South Africa. The predictor importance rankings and relatively 

straightforward interpretation of the random forest algorithm allowed us to identify important and 

unique predictors of PM2.5 in our study region. For example, incorporating emissions and 

economic indicators as well as land cover data specifically developed for South Africa improved 

model CV R2 from 0.67 to ~0.80. Our findings would provide guidance to future development of 

more complex machine learning PM2.5 models with less interpretability in this data-poor region. 

Our model was anadvanced algorithm to estimate daily PM2.5 concentrations in South Africa with 
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comparable performance to the models reported in data rich regions such as the US (Hu et al., 

2014; Liu et al., 2009) and China (He and Huang, 2018; Lin et al., 2018; Ma et al., 2016a). It 

enables the research of the air pollution health effects in South Africa and sets an example for 

similar efforts in Africa. Compared with regression-based models, random forest algorithm has 

better prediction accuracy and avoids overfitting (Hu et al., 2017). Although neural network 

models may achieve higher performance when fully trained with a large dataset (Hu et al., 2017), 

none of the published studies using neural networks offered any insight into the importance of 

various predictors. Most recently, model interpretablity tools started to merge for neural network 

models such as Captum, which can be used to better understand predictors importace 

(Kokhlikyan et al., 2020). However, Captum was developed for Python programs and no similar 

R packages are available to date. 

One limitation of the model is that it slightly underestimates PM2.5 when concentrations 

are high concentrations, and overestimate the low levels. One possible reason is that AOD – the 

second most important predictor – is a quantitative measure for aerosols abundance in the entire 

atmospheric column. Previous research has found that the AOD - PM2.5 relationship varies by 

aerosol composition and vertical profile. While PM2.5 levels peak in winter in South Africa, AOD 

peaks in late winter and early spring and is driven strongly by regional biomass burning (Hersey 

et al., 2015; Queface et al., 2011; Tesfaye et al., 2011). Therefore, different aerosol composition 

and vertical profiles at different times of the year may alter the AOD – PM2.5 relationship and 

affect model performance. Among the lowest 20% station-day observations, observed PM2.5 

concentrations in summer and winter accounted for 31.27% and 12.89%, respectively. The 

overall lower quality of AOD data in summer may also affect model performance at low values. 

Compared with other seasons, there were more missing AOD data in summer, and our AOD gap 

filling model had the lowest accuracy in summer, resulting in more uncertainty in the gap-filled 
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AOD values used in model training and prediction. Finally, there are limited ground-based 

monitoring sites outside of the urban and industrial areas to fully train the random forest to 

represent PM2.5 levels in these regions.  

While the policy analysis was limited due to the short time-span of the data, the 

variability in PM2.5 concentrations during our study period, calculated from both ground 

monitoring and our model, shows a consistent trend, with lower concentrations after the 

implementation of the new standard (2016-2018) compared to the previous two years. A decrease 

was also observed in many other parts of the study area, though not for Johannesburg.  

Although the model has a good fit and captures the temporal variability in the study area, 

it could be improved in the future given data from more monitoring stations and longer time-

series. In our training dataset, half of the ground stations only had PM2.5 concentration data 

available for less than half of the study period, which would influence prediction accuracy during 

the rest of the time. In addition, there was a significant amount of missing AOD values even after 

the gap filling procedure due to extensive cloud cover, which could bias the annual averages of 

PM2.5 but could be corrected in future work given better and longer coverage. These would be 

important extensions of the model developments we have described here.  

 

5. Conclusion 

Our model is anadvanced, high-resolution model to estimate daily PM2.5 concentration in 

South Africa, with a domain of 200 x 230 km2 that covers the population-dense Gauteng 

Province and surrounding area. The model was able to reproduce the marked seasonal pattern 

characteristic of northeastern South Africa and has high prediction accuracy at the daily level 

with an overall cross-validation R2 of 0.8. Since the change in the national PM2.5 standard in 
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2016, we observed a reduction of PM2.5 in most of our study region, although levels in 

Johannesburg and the neighboring areas have remained relatively constant. The purpose of the 

Multi-Angle Imager for Aerosols (MAIA) investigation is to track harmful particulate matter 

using satellite data. As our study domain was one of the primary target areas of South Africa, our 

research can help reproduce important particulate matter data. The satellites data missed the peak 

of PM2.5 concentration, so we also use AERONET data to make the observed PM2.5 concentration 

close to the surface PM2.5. This study relied on the use of simple linear regression and mixed-

effect models to gap-fill MAIAC AOD values. To further improve prediction capabilities, more 

accurate and robust models need to be developed. The PM2.5 estimates derived from this model 

could be applied to future epidemiologic studies, burden of disease assessments, and other policy 

evaluations. Extensions may include broadening the modeling domain and improving model 

performance through longer and more spatially dispersed observational time-series or from 

improved satellite coverage. Future studies should further analyze the composition of PM2.5 and 

its adverse effects on health and the environment. 
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