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Chapter 1

Introduction

1.1. The Malaria Parasite, *Plasmodium falciparum*

Malaria is caused by species of the *Plasmodium* genus. It infects humans, primates, rodents as well as birds. *Plasmodium falciparum, P. vivax, P. ovale* and *P. malariae* are the four main human parasites with the virulent *P. falciparum* implicated in the vast majority of human infections. The *Plasmodium* family belongs to a large, monophyletic group of organisms called apicomplexans. Their distinguishing feature is the presence of an apical organelar complex for invading the host cell. Apicomplexans include well known organisms such as *Cryptosporidium, Toxoplasma* and *Theileria* (Figure 1.1; Aravind *et al.*, 2003, Sherman 1998). There are some disagreements as to the origins of malaria. Most of the studies supports the idea that *P. falciparum* originated in Africa and then expanded to southeast Asia and South America but the date of this expansion varies from 10 000 years ago until a maximum of 400 000 years ago (Hartl, 2004). Different sequences tell different tales. Protein-coding genes suggest the occurrence of a rapid expansion (from a few hundred individuals) of the *P. falciparum* population 24 500-57 500 (upper limit) years ago with a probable common ancestor about 10 000 years ago (Rich *et al.*, 1998). The same protein-coding genes used by Rich *et al.* (1998) were analysed using Coalescent theory, which reported a common ancestor about 300 000-400 000 years ago from a population of about a 100 000 parasites (Hughes *et al.*, 2001). The great difference between these two estimates was narrowed down to the age and accuracy of data sets which the two groups used (Hartl, 2004). Another approach used introns in genes on chromosome 2 and 3. The introns for chromosome 2 indicated a common ancestor anything from 9 500-61 000 years ago but a study of 204 coding and non-coding regions from chromosome 3 suggested a common ancestor 100 000-180 000 years ago (Hartl, 2004). In an effort to decrease the uncertainty in the estimates of the population expansion of *P. falciparum*, it was decided to investigate the mitochondrial genome of the parasite. The *P. falciparum* mitochondrial genome is 6kb in size and inherited, as in most mammals, only from the female parent. The results showed that a rapid African expansion occurred about 10 000 years ago but some lineages are more ancient (50 000-100 000 years)
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**Figure 1.1: The phylogenetic context of *P. falciparum*.** Question marks indicate areas where phylogenetic relationships are not sorted out yet, red stars indicate organisms for which a complete genome sequence are either finished or in the final stages of processing. The thin arrows indicate secondary endosymbiotic events such as the acquisition of the chloroplast. Adapted from Aravind et al., 2003.

that spread to South America and southeast Asia before the African expansion (Joy et al., 2003). This data goes against the modern belief that the slave trade and Europeans introduced malaria into South America (Sherman 1998). Most of the studies on the population and genetic origins of *P. falciparum* supports the idea that a rapid expansion of *P. falciparum* occurred in Africa about 10,000 years ago.

The first historical evidence of malaria comes from Egyptian mummies and documents. Malaria symptoms were reported from Egypt (1570 B.C.), Persia (2000 B.C.), China (2700 B.C.) and by the Greeks (Homer 750 B.C.; Aristotle 384-322 B.C.; Plato 428-347 B.C.). The disease came to prominence during the Roman era and its name hails from the Italian name for “Roman fever” *malaria* (“bad air”). After that the disease spread slowly but surely across most of Europe and into Russia. By the early 1800’s malaria had a worldwide distribution (Sherman, 1998). In the 1880’s Charles L. A. Lavernan, Camillo Golgi and William G. MacCullum proved that malaria was caused by a single-celled organism which infects the erythrocytes of the human host. The end of the 1890’s saw Ronald Ross and Patrick Manson prove that malaria was transmitted by the mosquito. Ross received the Nobel prize in 1902 and Lavernan received the Nobel prize in 1907 for their work on malaria (Sherman, 1998).

*Plasmodium* has a life cycle which is divided into three parts (Figure 1.2). Sporozoites infect the liver (the exoerythrocytic stage) where they develop into merozoites, which spread to the blood (erythrocytic stage). The merozoites develop into trophozoites, which develop into schizonts. The schizont develops
into trophozoites, which develop into male and female gametocytes. The gametocytes then need the mosquito to complete its life cycle by forming a zygote, which develops into sporozoites in the salivary gland of the mosquito (mosquito stage). In the case of *P. falciparum* the parasite is mostly carried by the *Anopheles gambiae* mosquito (Sherman, 1998).

Malaria is one of the most devastating diseases of the modern world. The worst affected region is sub-Saharan Africa with the worst affected countries suffering a 1.3% economic “growth penalty” each year as well as sustaining annual economic losses upwards of US$2 billion (Kilama, 2003; Figure 1.3). Each year malaria infects between 300 and 500 million people resulting in more than 1.5 million deaths, most of whom are children under the age of five (WHO Malaria fact sheet #94, http://www.who.int/mediacentre/factsheets/fs094/en/). Most of the fragile African economies cannot carry the economic and social burden of treating malaria. Alternative options to continuous treatment are being considered such as vaccines, improving sanitation and living conditions and investigating low-cost, preventative methods such as bednets and raised houses (Kilama, 2003; Charlwood *et al.*, 2003). The current status of malaria vaccines will be discussed in section 1.2.

The impact of malaria on the African economy is devastating. Although a major part of the problem is the cost of treating infections, the disease also results in a loss of income as adults are unable to work. This in turn forces adolescents to go searching for work to earn money and when infected, the same fate befalls them. The never ending cycle of infection, treatment and recovery drains the economy and hampers any attempts at economic recovery (Samba, 2004). The infection of children results in
young, female adolescents having to take care of the children. This reduces the earning capacity of
the young adolescents as well as preventing the children from attending school. A strategy targeting
young adolescents has been lacking, especially young females prior to conception and during and after
pregnancy (Brabin et al., 2005).

Some prevention strategies have been introduced but have met with limited success. The most
notable was the introduction of insecticide-treated bednets. The treated bednets reduced infection of
infants by 30%. The main problem with this approach is that the insecticide only lasts a few months and
local communities do not have enough financial resources to obtain new insecticide (Snow et al., 1997;
Friedman et al., 2003).

An alternative strategy is to target the malaria carrier, *Anopheles gambiae*. This type of vector
control has met with limited success as *A. gambiae* has developed resistance against permethrin, the most
common insecticide used (Ranson et al., 2004). Dichloro-diphenyl-trichloroethane (DDT) spraying was
the method of choice for years but due to the accumulation of DDT in animals its use was banned in most
countries. Recently the effect of pyrethroid and organophosphate mixtures targeting *A. gambiae* proved
to be feasible and may be the way forward in vector control against permethrin-resistant *A. gambiae*
(Bonnet et al., 2004). Vector control through limited contact between humans and parasites are hampered
by the occurrence of vast, humid tropical areas in Africa.

Another problem in preventing the spread of malaria is the migration of people between areas. More
and more land is being explored and opened up for economical exploitation as mines or for agriculture.
This causes an influx and migration of workers resulting in malaria being carried to new areas by travellers
and workers (Cruz Marques, 1987). The flux of workers between areas makes it more difficult to control
the vector.

A sometimes overlooked factor in resistance is the occurrence of non-compliance with malaria treat-
ment. This is especially prevalent where longer treatment periods (up to a week) are involved. Pinto
et al. (2003) showed that a single 600mg dose of chloroquine is as effective as 600mg followed by two
daily 450mg doses in the treatment of uncomplicated *P. vivax*. A single dose treatment will increase
compliance in comparison with multiple dose treatments. The next section will focus on drug resistance
in malaria and the way forward.

1.2. Drug Resistance in Malaria

The first drug used for malaria was quinine, which was isolated in 1820 from the bark of Cinchona
trees in South America. Chloroquine was first synthesized in Germany and introduced at the end of
World War II as a potent antimalarial. It remained the drug of choice for 40 years (Sherman, 1998).
When resistance emerged after only ten years of use, the development of drugs such as mefloquine,
sulfadoxine-pyrimethamine and artemisin derivatives were initiated. When resistance to some of the new drugs emerged, it signalled the beginning of multidrug-resistant *P. falciparum* (Wongsrichanalai et al., 2002). As soon as a new drug was introduced, resistance developed within 10-20 years or in some cases even faster (Kremsner et al., 2004; Table 1.1).

The emergence of multidrug-resistant parasites has complicated the treatment of malaria (Figure 1.4). Chloroquine resistance is now common in South America, Africa and southeast Asia (Sherman 1998). Sulfadoxine-pyrimethamine resistant parasites now occur in Gabon (Mawili-Mbumba et al., 2001), Tanzania (Mutabingwa et al., 2001), Kenya (Nzila et al., 2000), Vietnam (Masimirembwa et al., 1999), Brazil (Vasconcelos et al., 2000), South Africa (Roper et al., 2003) the Middle East (Wang et al., 1997) and Thailand (Wongsrichanalai et al., 2002). Mefloquine resistance occurs in Thailand and Africa (Wongsrichanalai et al., 2002). Decreased quinine sensitivity occurs in South America and Africa, artesunate resistance in Thailand and dihydroartemisinin resistance in Africa (Wongsrichanalai et al., 2002).

The cause of sulfadoxine-pyrimethamine resistance has been elucidated and is due to point mutations in the dihydropteroate synthase (DHPS) and DHFR enzymes, respectively (Triglia et al., 1997; Yuvaniyama et al., 2003). In DHFR up to four mutations confer resistance against pyrimethamine. These mutations include Ala16Val, Asn51Ile, Cys59Arg, Ser108Asn and Ile164Leu. Combinations of these mutations occur widely as well as in combination with mutations in DHPS. In DHPS there are five known resistance causing mutations which confer resistance to sulfadoxine. These are Ser436Ala/Phe,
Table 1.1: Drug introduction and resistance in malaria. Note the short times between the first introduction of the drug and emergence of resistance. Adapted from Wongsrichanalai et al., 2002.

<table>
<thead>
<tr>
<th>Antimalarial drug</th>
<th>Introduced</th>
<th>First reported resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quinine</td>
<td>1632</td>
<td>1910</td>
</tr>
<tr>
<td>Chloroquine</td>
<td>1945</td>
<td>1957</td>
</tr>
<tr>
<td>Proguanil</td>
<td>1948</td>
<td>1949</td>
</tr>
<tr>
<td>Sulfadoxine-pyrimethamine</td>
<td>1967</td>
<td>1967</td>
</tr>
<tr>
<td>Mefloquine</td>
<td>1977</td>
<td>1977</td>
</tr>
<tr>
<td>Atovaquone</td>
<td>1996</td>
<td>1996</td>
</tr>
</tbody>
</table>

Figure 1.4: The occurrence of drug-resistant *P. falciparum*. Adapted from Wongsrichanalai et al., 2002.

Ala437Gly, Lys540Glu, Ala581Gly and Ala613Ser/Thr. Up to four mutations have been observed in one genotype and these can combine with up to four mutations in the DHFR gene. This makes sulfadoxine-pyrimethamine treatment virtually useless in resistant genotypes (Wongsrichanalai et al., 2002).

Triglia et al. (1994) established that gene amplification was not responsible for sulfadoxine resistance. Recently Nirmalan et al. (2004) showed that the antifolate drug target dihydrofolate reductase-thymidilate synthase (DHFR-TS) expression is upregulated in parasites when put under selective pressure by challenging the TS portion of DHFR-TS with fluoro-substituted bases. A factor which prevents antifolates from being a dependable treatment, is the occurrence of folate salvage and transport from the host by the *P. falciparum* parasite. Wang et al. (2004) showed that *P. falciparum* parasites have the ability to salvage pre-formed folate from the host or from growth medium. This reduces the effectiveness of
any antifolate drug as the folate pathway is circumvented. An ideal antifolate drug would block vital folate-metabolizing enzymes as well as block the transport of folate by the parasite.

The wide occurrence of resistance against the classic folate metabolism targets spurred investigations into alternative malaria targets. The ultimate solution to the malaria pandemic would be the development of a vaccine. This approach is being hampered by the lack of interest from industry and the lack of support for non-European affiliated countries. Current malaria vaccine targets include merozoite surface protein 1 and 3 and glutamine-rich protein (Kilama, 2003). Organisms that elicit immunity after a single infection are ideal for vaccine development. Unfortunately, in the case of malaria, partial immunity only develops after several years of exposure. This has been ascribed to antigenic polymorphism, antigenic switching and poor antigen immunogenicity. Polymorphisms in *P. falciparum* occur through at least three mechanisms, namely insertions/deletions of repeating units, point mutations and intragenic recombination. In MSP-1 polymorphisms have been attributed to the insertion of different numbers of a 9 bp tandem repeat into a region known as Block 2 in the gene. The insertion of these repeats coupled with intragenic recombination enables the parasite to continually change the antigenic epitopes and thus evade the host’s immune system (Sakihana *et al.*, 2004; Ferreira *et al.*, 2003). Good (2005) suggested that a malaria vaccine should incorporate multiple antigens to elicit a maximal response. An alternative approach is using whole organisms to elicit an immune response (Good, 2005). One malarial vaccine used merozoite surface protein 1 and 2 (MSP-1 and MSP-2) as antigens (Genton *et al.*, 2002) but this was improved by including ring-infected erythrocyte surface antigen (RESA), MSP-1 and MSP-2 (Genton *et al.*, 2003). The studies showed an increase in the humoral response against the three antigens and shows promise as a potential vaccine against malaria.

A recently proposed drug-target is the hexose transporter of *P. falciparum*. The intraerythrocytic stages of *P. falciparum* are completely dependent on a glucose supply from the host which is taken up by a facilitative hexose transporter. The blocking of this transporter by long-chain O-3-hexose derivatives in cultured medium, resulted in the death of *P. falciparum* parasites. These long-chain O-3-hexose derivatives represent a potential new broad spectrum drug against different *Plasmodium* spp. (Joët *et al.*, 2004). Mitamura *et al.* (2003) presented the lipid metabolism of *P. falciparum* as a potential new drug target. Various approaches have now verified the existence of several *de novo* lipid synthesising pathways (glycerophospholipids, fatty acids and isoprenoids) and their study should present a few new targets in the fight against malaria (Joët *et al.*, 2003). One of the most potent antimalarials is Artemisinin which targets the sarcoplasmic reticulum Ca$^{2+}$-ATPase of *P. falciparum*. Derivatives of Artemisinins could provide a potent new antimalarial (Eckstein-Ludwig *et al.*, 2003). Valdya (2004) highlights the vital importance of the mitochondrial and plastid genomes in the metabolism of *P. falciparum*. The mitochondrion and the plastid are vital to the parasite as their interruption was shown to be fatal for
the parasite. By studying the processes regulated by the genes of the mitochondrion and plastid genomes, new drug targets could also be identified (Vaidya, 2004).

The next section will focus on folate metabolism and the antifolates as well as their targets in *P. falciparum*.

1.3. Fulates

1.3.1. Folate metabolism

Various processes in the cell require different co-factors. One of the most important co-factors is folate. Folate and its derivatives perform various functions in the cell: (1) it donates a methyl group during the conversion of homocysteine to methionine, (2) accepts a methyl group during the conversion of serine to glycine, (3) donates a methylene group to assist in synthesis of thymidilate, (4) tetrahydrofolate accepts a formimino group during the production of glutamic acid from formiminoglutamic acid, (5) donates a methyl group during the synthesis of pyrimidines and (6) can generate formate (Gilman *et al.*, 2001). DNA replication also demands pyrimidines and purines. Folate metabolism can provide the pyrimidines needed for replication.

The human host cannot produce folate and thus it is a vital ingredient in human diets. For the parasite to survive and reproduce it needs folate. Folate precursors are produced in the parasite by combining guanine triphosphate (GTP), p-aminobenzoic acid and glutamate (Figure 1.5). Dihydropteroate synthase (DHPS) is involved in producing 7,8-dihydropteroate, which in turn is converted to dihydrofolate via dihydrofolate synthase (DHFS). Dihydrofolate is reduced to tetrahydrofolic acid via the dihydrofolate reductase (DHFR) enzyme. Tetrahydrofolic acid is then methylated by serine hydroxymethyl transferase. The resulting methyltetrahydrofolate is used as a methyl donor in the *de novo* synthesis of pyrimidines. Methyltetrahydrofolate transfers its methyl group to deoxyuracil monophosphate to form deoxythymine monophosphate via thymidylate synthase (TS) (Gilman *et al.*, 2001).

In the *Plasmodium* species DHPS is a bifunctional enzyme together with hydroxymethyl-dihydropteridine pyrophosphokinase (PPPK), the enzyme which produces the substrate for DHPS (Triglia *et al.*, 1994). DHFR and TS are also linked in a bifunctional enzyme complex (Inselburg *et al.*, 1988) as well as DHFS and tetrahydrofolylpolyglutamate synthase (FPGS) (Salcedo *et al.*, 2001).

As folate is a vital ingredient for survival, a shutdown of the pathway would lead to parasite death. Various drugs target the folate pathway and these will be discussed in the next section. One of the problems with targeting the folate metabolism in *P. falciparum* is the existence of a folate salvage
pathway. This pathway can import folate from the medium around it (in the case of *P. falciparum*, from the erythrocyte) and thus, to a certain extent, circumvent the effect of anti-folates (Wang et al., 2004).

### 1.3.2. Antifolates

Antifolates target certain enzymes in the folate pathway with the intention of interrupting the pathway and preventing the formation of vital compounds. Olliaro (2001) has divided the antifolates into two groups, Type-1 and Type-2. Type-1 antifolates include sulfone and sulfonamide drugs which mimic p-aminobenzoic acid. These drugs mainly target the DHPS enzyme and include drugs such as sulfadoxine and dapsone. Type-2 antifolates inhibit the DHFR enzyme and include drugs such as pyrimethamine, quinazolines and triazine metabolites (Olliaro 2001). The structures of the most widely used antifolates are shown in Figure 1.6.

Type-1 drugs block the synthesis of 7,8-dihydropteroate, a vital precursor in *de novo* folate synthesis, by mimicking p-aminobenzoic acid, a substrate of DHPS. Type-2 drugs prevent the reduction of H$_2$folate to H$_4$folate by DHFR and thus prevent the recycling of vital folate derivatives. Sulfadoxine, the most widely used antifolate type-1 drug, is usually given in combination with pyrimethamine (a type-2 drug) and is commercially known as Fansidar (Kaselarn et al., 2004). One of the drawbacks of the sulfadoxine/pyrimethamine combination is the rapid emergence of resistance to both compounds. As mentioned in section 1.2 resistance to sulfadoxine and pyrimethamine is due to mutations in DHPS and DHFR,
Figure 1.6: The most widely used antifolates in the treatment and prevention of malaria (Kasekarn et al., 2004).

respectively. The next two sections will focus on the general structures, characteristics and mechanisms of action of PFPK and DHPS.

1.4. Dihydropteroate synthase (DHPS)

1.4.1. Structure of *P. falciparum* DHPS

The PfDHPS sequence was published in 1994 (Triglia et al., 1994) and revealed that it was a bifunctional enzyme together with PFPK. The PfPFPK-DHPS enzyme complex consists of 706 amino acids with the PFPK enzyme (378 amino acids) occurring first in the sequence followed by the DHPS enzyme (328 amino acids). Triglia et al. (1994) localized PfPFPK-DHPS to a single copy on chromosome 8 of the *P. falciparum* genome. PfDHPS also contains an intron in the sequence (120bp in length), which contains conserved malarial splice acceptor and donor sites. PFPK-DHPS expression appears to happen throughout the life cycle of the parasite but peaks during the trophozoite stage. From immunoblots the size of PfPFPK-DHPS appears to be 68kDa (the size deduced from the amino acid sequence is 83kDa) but native enzyme isolation points to a size between 190-250 kDa, indicating that PfPFPK-DHPS may occur as a multimeric enzyme (Triglia et al., 1994).

DHPS assumes the Triosephosphate Isomerase fold (TIM-barrel fold) in all known X-ray structures and thus it is realistic to expect that PfDHPS also occurs as a TIM-barrel. The next section will discuss the TIM-barrel fold.
1.4.1.1. The TIM-barrel fold

Figure 1.7: The structure of the TIM-barrel fold. Yellow indicates $\beta$-sheets, red indicates $\alpha$-helices and green indicates the loops between the secondary structural elements. The middle figure shows a linear representation of the order in which the secondary structural elements follow one another and the bottom figure shows the orientation of the secondary structures in a TIM-barrel enzyme. Produced with PYMOL (DeLano, 2002; http://www.pymol.org) and TopDraw (Bond, 2003).

The TIM-barrel ($\beta/\alpha$ barrel) fold is one of the most common folds in the protein world and serves as a scaffold for various enzymatic functions. A search of the CATH database (Orengo et al., 1997) revealed that at least 1870 proteins match the TIM-barrel topology (five of the six EC families are represented). Nagano et al. (2002) did an extensive review of TIM-barrel enzymes and found 21 homologous superfamilies and 76 families related by sequence. The TIM-barrel proteins almost always occur as enzymes (in contrast to structural proteins) and the co-factor/substrate usually includes a phosphate moiety. The active site always occurs at the C-terminal end of the barrel sheets and some members of the family exhibit a structurally conserved phosphate binding site. The basic TIM-barrel topology (Figure 1.7) consists of 8 $\beta$-sheets and 8 $\alpha$-helices, which fold into a barrel structure with the $\alpha$-helices on the outside and the $\beta$-sheets on the inside (Nagano et al., 2002). The barrels may also contain 7 or 9 $\beta$-sheets with secondary structural elements being numbered from the N-terminal end. TIM-barrels usually contain around 250 residues but may contain as little as 200 residues (Traut et al., 2000). TIM-barrels also have a unique property in that the $\beta$-sheets usually exhibit a complete ring of hydrogen bonds (Wierenga, 2001). Wierenga (2001) also observed that the loops at the C-terminal end of the sheets are usually longer than those at the N-terminal end of the sheets and could thus contribute to the active site specificity.
The wide variety of TIM-barrel proteins led to the assumption that all TIM-barrels are evolutionary related. Lang et al. (2000) proposed that the original gene only coded for a half β/α barrel. This ancestral gene then underwent gene duplication and fusion to create a full β/α barrel, which underwent further gene duplication as well as functional and structural adaptations, resulting in a wide range of activities and functions. Copley et al. (2000) provides “statistically reliable evidence”, which indicates that at least 12 of the 23 barrel superfamilies share a common origin. This data also supports the enzyme recruitment theory, which states that enzymes can be recruited between pathways, as well as supporting the idea that key metabolite-binding enzymes served as common ancestors for metabolic pathway evolution. The work done by Copley et al. (2000) also shows how one scaffold can adapt and fulfill various functions.

DHPS in *P. falciparum* exhibits a conserved phosphate binding site and the substrate includes a phosphate group. This is consistent with the results for the DHPS family found by Nagano et al. (2002). The next section will discuss the function and mechanism behind *P. falciparum* DHPS.

### 1.4.2. Function and Mechanism of DHPS

The function of DHPS is to provide a precursor for the synthesis of folate (see section 1.3.1). Under the Enzyme Commission (EC) classification DHPS falls in subclass 2.5.1.15 (IUBMB 1992). This subclass of enzymes are involved in the transfer of alkyl or aryl groups, other than methyl groups. The mechanism of action of DHPS is based on a condensation reaction between *p*-aminobenzoic acid and 6-hydroxymethylpterin pyrophosphate to form dihydropteroic acid (Figure 1.8) with a Mg$^{2+}$ ion.
as co-factor. The condensation reaction occurs through a SN₂ nucleophilic attack of the nitrogen on the carbon and the release of a pyrophosphate group. This reaction produces dihydropteroic acid which is used by dihydrofolate synthase to produce H₂ folate (Baboagli et al., 2004).

1.5. Hydroxymethyldehydropteridine pyrophosphokinase (PPPK)

1.5.1. Structure of P. falciparum PPPK

*P. falciparum* PPPK is part of the bifunctional PPPK-DHPS complex and contains one intron of 194 bp in length (Triglia et al., 1994). PfPPPK consists of 378 amino acids and has two inserts when compared to other PPPK enzymes. Triglia et al. (1994) has shown that these inserts are not introns as cDNA amplification of the flanking areas correspond to the genomic DNA sequence. PPPK is connected to DHPS through a hinge region but this hinge region shows no homology to the only other known bifunctional PPPK-DHPS enzyme of *P. carinii* (Triglia et al., 1994). From homology to other PPPK genes it is evident that PfPPPK folds into a Ferredoxin-like fold (Figure 1.9; PPPK is also known as HPPK; Blaszczyk et al., 2000; Hennig et al., 1999; Stammers et al., 1999). This will be discussed in the next section.

1.5.1.1. The Ferredoxin-like fold

The Ferredoxin-like fold falls in the alpha and beta class of proteins in SCOP (Hubbard et al., 1999). It is described as an α/β sandwich with an antiparallel β-sheet. The Ferredoxin-like fold consists of 5 α-helices and 4 β-sheets. The enzyme folds into a four stranded anti-parallel β-plate flanked on one side by 2 α-helices and on the other side by 3 α-helices. The secondary structures assumes a β₁α₁β₂β₃α₂β₄α₃α₄α₅ arrangement. The βαβαβα- motif is common to other nucleoside diphosphate kinases but PPPK contains an extra three α-helices (Stammers et al., 1999). Nucleoside kinases usually bind ADP between the α₂ – β₄ and the β₂ – β₃ interconnecting loops but PPPK binds ATP between the connecting loops of α₂ – β₄ and the initial loop of the C-terminal region (Stammers et al., 1999). The next section will describe the mechanism behind PPPK.

1.5.2. Function and Mechanism of PPPK

According to the Enzyme Commission (EC) classification, PPPK falls under subclass 2.7.6.3. This subclass is classified as diphosphotransferases (IUBMB 1992). PPPK catalyses the transfer of a pyrophosphate group from ATP to 6-hydroxymethyl-7 β-dihydropterin (HP) to form DHP (Figure 1.10; Blaszczyk et al., 2000). DHP is used by DHPS to form pteroic acid, a precursor to folate. The PPPK reaction
has two Mg\(^{2+}\) ions as co-factors, which helps to anchor the pyrophosphate groups during catalysis. The reaction occurs in a tightly closed enzyme with loops 1-3 closing over the active site. Loop 2 and 3 seems to close over the area where the two catalytic Mg\(^{2+}\) ions are located. In the closed structure the three loops associate with one another through a network of hydrogen bonds, which stabilises the interaction between the loops (Blaszczyk et al., 2000).

1.6. Aims

The PIPPPK-DHPS complex contains one of the enzymes against which anti-folate resistance has developed. In order to investigate the mechanism behind sulfa-drug resistance a structural model of the complex is needed. Credible models should contain a reliable representation of the active sites and all the residues involved in resistance. Such models should aid explanations of the effect of resistance-causing mutations on substrate binding, drug binding and protein movement. To gain a more complete understanding of the PIPPPK-DHPS complex, the active sites as well as the interaction between the proteins and their natural substrates need to be investigated to reveal any possible similarity in ligand binding. To achieve these aims the following strategy was implemented:
Figure 1.10: Top: The reaction pathway of PPKK. Bottom: The mechanism of PPI transfer from ATP to 6-hydroxymethyl-7,8-dihydropterin (HP) by PPKK as proposed by Błaszczyk et al. (2000).

- Homology models of *P. falciparum* PPK and DHPS were constructed separately to investigate the structural characteristics of the two enzymes (Chapter 2).
- The natural substrates were docked into the active site of PfDHPS to investigate the interaction between PfDHPS and the substrates. The interactions between sulfa-drug resistant strains and the natural substrates were also investigated (Chapter 2).
- Sulfadoxine was docked into the active site of wild type DHPS, as well as the different resistant strains to investigate the mechanism behind sulfa-drug interaction in PfDHPS (Chapter 2).
- The effects of the mutations on the binding and movement of the substrates as well as on sulfa-drugs in the PfDHPS active site, were investigated with the use of Molecular Dynamics (Chapter 3).
- The extent of loop movement in PfDHPS and PfPPK, as well as the effect of resistance-causing mutations on these loop movements, were investigated with Molecular Dynamics (Chapter 3).

Chapter 4 will provide a brief summary as well some concluding remarks.
Chapter 2

Structural Modelling of *P. falciparum* PPPK-DHPS

2.1. Introduction

To study the function of proteins it is vital to establish the coordinates of the important residues (preferably to atomic resolution) to gain insight into the mechanism of catalysis, substrate orientation and substrate binding. There are various methods available to obtain protein structure coordinates such as X-ray crystallography, cryo-electron microscopy and NMR measurements. These methods give various levels of resolution, with X-ray crystallography usually giving the highest resolution (down to 0.54Å (Jelsch *et al.*, 2000)) and cryo-EM the lowest (only down to secondary structure discrimination, 8-10Å). One of the Achilles heels of X-ray crystallography is the need to overexpress the protein or isolate sufficient quantities from natural sources. The latter method is a long and tedious process and thus overexpression in heterologous systems is the preferred method. Most proteins, especially malarial proteins, do not overexpress well in *E. coli* due to the rich A+T-codon bias (Aravind *et al.*, 2003). However, a protein may express in high enough yields but may not fold correctly and thus form inclusion bodies. Some proteins such as *P. falciparum* S-adenosyl-methionine decarboxylase, are expressed at low levels and are only stable in solution for a few hours, thus the risk increases for low, inactive protein yields (Birkholtz *et al.*, 2004). Once sufficient quantities of pure protein have been obtained it has to be subjected to the procedure of crystallization which is regarded by most scientists as a “black box”. Some effort has gone into trying to elucdate crystallization parameters, such as pI of the protein (Kantardjieff *et al.*, 2004) and the pH at which crystallization occurred (Dougall *et al.*, 2004), but they have met with limited success. In spite of these hurdles on the way to obtaining protein crystals, a resolution of 0.54Å is currently obtainable (Jelsch *et al.*, 2000).

NMR is one alternative option but suffers from some of the same problems as X-ray crystallography (expression levels, protein isolation). An advantage of NMR is that dynamic structures are obtained but currently only proteins up to ~80 kD can be investigated (Tugarinov *et al.*, 2002). In the early 70’s researchers started to investigate computer models as an alternative to study protein structures.
The advantage of using computer modelling is the speed with which a protein can be modelled but the resolution achieved is dependent on the percentage identity between the target and template. The field of computer-aided protein modelling expanded during the 90’s with the release of the MODELLER package (Sali et al., 1993).

### 2.1.1. Homology modelling

Homology (or comparative) modelling is the process where the structure of a protein is modelled based on a closely related protein with a known structure. It is usually assumed that the proteins are homologous, meaning they have a common evolutionary ancestor. The 3D structures of proteins change little with evolution and thus the assumption which underpins comparative modelling is that proteins with similar sequences will have a similar structure (Marti-Renom et al., 2000). The opposite is also true in that proteins with a similar structure do not necessarily share the same sequence (Marti-Renom et al., 2000).

There are three main methods used to construct models: modelling by rigid-body assembly, modelling by segment matching and modelling by satisfaction of spatial restraints. Rigid-body assembly is the method whereby a protein model is constructed from small rigid pieces. These pieces are obtained from sequence alignments and are based on conserved core regions, loops and side-chain conformations. The backbone is constructed by taking the average C\(\alpha\) atom coordinates from the conserved part of the template structures. The rest of the main chain atoms are then superimposed from the template sequence with the highest similarity to the target. The loops are built after a library search for similar structures and the side-chains are built using a combination of template side-chain conformation and preferred side-chain conformation. The COMPOSER package (Sutcliffe et al., 1987) applies this method of modelling.

Modelling by segment matching uses short peptide sequences to construct a model. By searching a database with the specific short sequence and matching C\(\alpha\) atom coordinates, short pieces of protein can be assembled. These short pieces are then put together and a conformational restraint is applied. The advantage of this method is that short insertions and deletions as well as side-chain atoms can be constructed. The method is implemented in the SEGMOD package (Levitt, 1992).

Spatial restraint satisfaction modelling is one of the most promising methods as various restraints can be used to guide protein construction. A program like MODELLER assumes that aligned residues will have similar restraints such as bond angles, dihedral angles and stereochemistry and uses these values to construct the model (Figure 2.1; Sali et al., 1993).

The spatial restraints are then combined with the CHARMM22 forcefield parameters (to enforce proper stereochemistry) into an objective function (MacKerrell et al., 1998). The model then undergoes optimization of the objective function in Cartesian space. The inclusion of the CHARMM22 forcefield...
parameters allows for the extra optimization of the model through molecular dynamics. MODELLER also allows for the addition of extra restraints such as enforcing secondary structure, incorporating results from cross-linking experiments and NMR results, which can help to improve the model. Further discussion will relate to MODELLER, as it was used to construct the models in this study.

Loop modelling is one of the most difficult areas of homology modelling. Some enzymes differ only by the length of the loops between the secondary structure elements and these loops are more often than not also responsible for the specificity of the enzyme (Marti-Renom et al., 2000). Various methods have been used to try and model loops such as database searches of known loop structures (Chothia et al., 1987; Greer, 1980), molecular dynamics simulations (Bruccoleri et al., 1990; Fiser et al., 2000), genetic algorithms (McGarrah et al., 1993; Ring et al., 1994), biased probability Monte Carlo search (Evans et al., 1995; Thakur et al., 1997) and systematic conformational searches (Broer et al., 1993; Bruccoleri et al., 1993) to mention but a few. MODELLER once again tries to optimize the objective score of the loop to improve the model.

Another issue encountered when modelling sequences with low similarity is that of side-chain conformations. When two sequences have a 30% or less similarity, side-chain packing and interactions generally become unpredictable. Exposed side-chains also present a problem as they may adopt various different conformations without a single one being dominant (Chothia et al., 1987; Rost, 1999).
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As with any theoretical method there are certain restrictions during comparative modelling. Errors can be introduced in the protein backbone as a result of insertions (areas in the target without a template match) or deletions in the target sequence. Misalignment is one of the only errors which can be corrected to a certain extent. Sequence diversity will also introduce side-chain packing and interaction errors as well as using wrong templates in cases of distantly related proteins (Marti-Renom *et al*., 2000).

Homology modelling (or comparative modelling) with MODELLER is divided into four steps: (1) fold assignment and template selection, (2) template-target alignment, (3) model building and (4) model evaluation and refinement. Template selection and fold assignment are some of the most important steps in comparative modelling. Various methods such as BLAST (Altschul *et al*., 1990) and PSI-BLAST (Altschul *et al*., 1997) can be used to identify templates from sequence and protein databases such as SCOP (Hubbard *et al*., 1999) and the Protein Data Bank (PDB). When template-target similarity is low, methods such as threading or 3D template matching methods can be used to identify the fold. Threading methods rely on pairwise comparisons of the template and a protein structure with subsequent scoring of the resulting fit. When fold assignment is difficult due to low sequence similarity, a preliminary model can be built with threading methods. This preliminary model can then be evaluated based on known properties of the protein such as interaction sites, active site residues and conserved residues (Marti-Renom *et al*., 2000).

To achieve a reliable model an optimal alignment between the templates and target is needed. Alignments are produced from the database hits when searching for templates but these are more often than not sub-optimal. To achieve optimal alignments and hence accurate models, the sequence alignment needs to contain as many related sequences as possible. This will ensure that the globally conserved regions are identified and that this information is incorporated into the template-target alignment. Modern methods such as Hidden Markov Models (HMM) have been used to create models of protein families to help in identifying more remote homologs (Grundy *et al*., 1997). HMM’s have been used to construct the Pfam database, which contains HMM’s of all the known protein families (Bateman *et al*., 2004). To create an HMM, a sequence alignment of all the known sequences are made and the resulting HMM is used to search for new, related proteins. By aligning the target with the alignment used in creating the specific HMM, the globally conserved regions in the target can be identified. This helps in aligning the template and target in local regions where there is no or low sequence similarity. More modern methods such as 3D T-coffee use information contained in the crystal structure to help align the sequences (Poirot *et al*., 2004). This ensures that in local, low similarity areas, alignment gaps are not introduced in structurally conserved regions. Another method which can help to improve alignments is secondary structure prediction. Running multiple secondary structure prediction algorithms on the template sequence will help in achieving a consensus of the predicted secondary structure. The predicted secondary structure can help to improve alignments in areas where there is low sequence similarity between target and template.
One or more templates can be used to build a model but in order to avoid small structural errors in the model only closely related structures should be used (if possible).

After the model has been built it needs to be evaluated. The first and most basic step is to check if the model has the correct fold. The wrong fold can usually be avoided by using a closely related template to start with. Once the fold has been confirmed, local areas can be analysed. If the sequence similarity is above 30% the correct folding of local areas and even some chains can be assumed (due to the higher sequence similarity). Once again low similarity (<30%) sequences will have to be checked for correct side-chain orientations. There are various programs which check some basic stereochemistry (PROCHECK, Laskowski et al., 1993; WHATCHECK, Hooft et al., 1996). Lazaridis and Karplus (Lazaridis et al., 1999) used the CHARMM vacuum potential together with a Gaussian distribution model for solvation free energy to show that correctly folded states are always more stable than misfolded states. Their conclusion was that a molecular mechanics energy function coupled to a simple solvation free energy model can perform as well as statistical methods to discriminate between correctly and incorrectly folded proteins. For this study we used PROCHECK.

There are a few limitations to homology models. The resolution of the models cannot go down to atom level (except possibly in high homology cases where sequence similarity is >70%). Another limitation is that homology modelling cannot yet do ab initio modelling of sequences longer than 7 residues. The next section will describe the implementation of the discussed methods on the \textit{P. falciparum} PPPK and DHPS sequences.

\section{2.2. Methods}

Several steps need to be followed to ensure an accurate homology model of a protein. The first is a correct multiple sequence alignment for all the known protein sequences from the desired family. This ensures that any globally conserved regions are identified. The multiple sequence alignment is then used to achieve an accurate template-target match for the modelling process. The second step is to predict the secondary structures of any regions which do not have a template match. Incorporating the predicted secondary structure can help in increasing the overall usefulness of the model. A third step is to include co-crystallized ligands and co-factors in the model. This helps to restrain the active site residues to the correct conformations. The application of these steps to \textit{P. falciparum} PPPK and DHPS will be discussed in the following sections in more detail.
2.2.1. Homology modelling of \textit{P. falciparum} DHPS

2.2.1.1. Plasmodial DHPS Sequence Retrieval

A Swiss-Prot/TrEMBL (http://www.expasy.org/sprot/, Boeckmann et al., 2003) search for Plasmodial DHPS revealed partial sequences for two members of the \textit{Plasmodium} family (\textit{P. falciparum} and \textit{P. chabaudi}). Both of these entries have been classified as partial sequences (they have been translated from genomic sequences and have not been confirmed) but they seem to contain the complete DHPS sequence. The \textit{P. falciparum} DHPS sequence was used as the target sequence for modelling (TrEMBL accession nr: Q27865) and the \textit{P. chabaudi} sequence (TrEMBL accession nr: Q9BLN5) was added to aid in the multiple sequence alignment. To obtain sequences not yet in Swiss-Prot, a tblastx and blastp search was done against the NCBI genome database (http://www.ncbi.nlm.nih.gov/Blast.cgi). Tblastx is a modified form of BLAST, which takes a DNA query and translates it into all six reading frames and then queries the results against a translated database. From the tblastx results of the DNA sequence of \textit{P. falciparum} DHPS, the sequence of \textit{P. berghei} DHPS (Genbank accession nr: AF344661) was found. From the blastp search the sequence of \textit{P. yoelii yoelii} (Genbank accession nr: EAA21661) was also obtained. Towards the end of the project (2004) Korsmeecky et al. (2004) published the sequence of the \textit{P. vivax} PPPK-DHPS gene (Genbank accession nr: AY186730). This sequence was not included in the original alignment, however, it was used later during the studies of the parasite-specific insertions and their conservation.

2.2.1.2. Multiple Sequence Alignment

An accurate multiple sequence alignment of DHPS sequences is needed in order to deduce the correct conserved regions between all species. Pfam (Bateman et al., 2004) is a large database of protein family alignments and Hidden Markov Models (HMM) derived from the multiple sequence alignments of all the known sequences for protein families. Pfam provides the HMM as well as a choice between the complete multiple sequence alignment of the family or a core multiple sequence alignment (also called a seed alignment) of the family. By using the complete multiple sequence alignment of the DHPS family as a profile, the Plasmodial sequences can be aligned according to conserved positions in all the known sequences. This usually results in very accurate multiple sequence alignments, which incorporate structural conservation (due to the large number of sequences used for the complete multiple sequence alignment).

The \textit{M. tuberculosis} DHPS (MtbDHPS) crystal structure was used as one of the templates for homology modelling as it had the highest identity (30\%) to \textit{P. falciparum} DHPS, as well as a vital Mg$^{2+}$ ion in
the active site. *B. anthracis* DHPS (BaDHPS) was also used as it contained a product analogue in the active site. The product analogue crystallized into *B. anthracis* DHPS provided the first concrete clues to the location of *p*-aminobenzoic acid in the DHPS active site. The profile alignment mode in ClustalX (Thompson et al., 1994) was used to align the Plasmodial sequences to the DHPS seed alignment from Pfam (PF00809). The resulting alignment was used to align the templates (*M. tuberculosis*, *B. anthracis*) and the target sequence (*P. falciparum*) for homology modelling according to globally conserved features. To help ensure the accuracy of the alignment the sequences were also submitted to MEME (Bailey et al., 1994) to identify conserved motifs throughout all the known DHPS sequences.

### 2.2.1.3. Secondary Structure Prediction

Proteins usually consist of a combination of α-helices and β-sheets. The secondary structures of the globally conserved regions in *P. falciparum* DHPS were already known based on the alignment but the inserts had no known template match. The *P. falciparum* DHPS sequence was submitted to various secondary structure prediction servers. These included the DSC secondary structure prediction server (http://npsa-pbil.ibcp.fr/cgi-bin/npsa_automat.pl?page=/NPSA/npsa_dsc.html, King et al., 1996), the PredictProtein server (http://cubic.bioc.columbia.edu/predictprotein/, Rost et al., 2003), PSIPRED server (http://bioinf.cs.ucl.ac.uk/psipred/psiform.html, McGuffin et al., 2000), 3-D Jury server (http://bioinfo.pl/Meta/, Ginalska et al., 2003) and the HMMSTR/Rosetta server (http://www.bioinfo.rpi.edu/~bystrc/hmmstr/server.php, Bystroff et al., 2000). All the results from the various servers were combined to obtain a consensus result for the secondary structure of the inserts.

To obtain a better understanding of the parasite-specific inserts as well as the overall structure of PfDHPS, the program SEG (Wootton et al., 1993) was used for low complexity prediction and ProMate (Neuvirth et al., 2004) was used for protein-protein interaction predictions. In this study the inserts were defined as those areas which did not show any alignment matches in the global Pfam alignment.

### 2.2.1.4. Homology modelling

MODELLER 6v3 (http://saliab.org, Sali et al., 1993) was used to build the homology models. For a first run the DHPS crystal structures of *M. tuberculosis* (Baca et al., 2003, PDB code: 1EYE), *S. aureus* (Hampele et al., 1997, PDB code: 1AD1) and *E. coli* (Achari et al., 1997, PDB code: 1AJ2) were used as templates (the *B. anthracis* structure was not yet available at this time). The result of the multiple template usage was not optimal as some of the crystal structures contained ligands in the active site and some did not. Not all the crystal structures contained all the loops and thus it was later decided to use both *M. tuberculosis* and *B. anthracis* (Babaoglu et al., 2004, PDB code: 1TX0) as templates. This ensured the least amount of residues without a template match while combining a product analogue and a
metal ion in the active site. The templates and the target were aligned according to the multiple sequence alignment obtained in section 2.2.1.2. Ten models (with and without the longer insertion, to investigate differences in regions lacking templates) were then built with MODELLER (hetero atom set to 'ON', water set to 'OFF'), which included the substrate analogue and Mg$^{2+}$ ion from the crystal structure. This ensured that the restraints imposed on the active site by the crystal structure were transferred to the model during model building. In an effort to improve accuracy the extended loop modelling function of MODELLER was used. The validity of the models was judged by using the MODELLER objective function as well as the overall structure of the model. The model with the longer insert only resulted in a peptide chain extending from the model and thus the model without the longer insertion was used for further study. The model with the highest objective score, which did not contain any knots in the protein backbone (knots are where the backbone of the protein forms a loop and then the backbone pass through the loop), was chosen. The objective score is a function implemented by MODELLER to assess models. The objective score function is based on molecular dynamics principles and the program tries to optimise certain parameters for the model. MODELLER was run on a dual Pentium III (1 GHz) cpu, 1GB RAM, running SuSE 9.1.

2.2.1.5. Mutation Modelling

There are at least five known mutations linked with resistance of sulfadoxine to *P. falciparum* DHPS (S436A/F, A437G, K540E, A581G, A613S/T, Triglia et al., 1997). In order to investigate the effect of the mutations, InsightII (Accelrys) was used to produce the mutation-containing models. The original model was loaded into InsightII and then, using the Biopolymer module, was modified to the desired mutations. The following mutation models were constructed:

- S436A/F
- A437G
- K540E
- A581G
- A613T

These models were subjected to 100 steps of minimization (to ensure that no major energy clashes occurred) in InsightII and further used to investigate the effect of the different mutations on substrate and drug orientation in the active site. InsightII was run on a Silicon Graphics Inc. Octane2 workstation with 512MB RAM.
2.2.2. Ligand Docking in *P. falciparum* DHPS

The *M. tuberculosis* crystal structure contained a substrate analogue and Mg\(^{2+}\) ion, and *B. anthracis* contained a product analogue. To obtain a global picture of ligand-protein interaction, the orientation of the natural substrates and sulfadoxine in the wild-type and the resistant types needed to be compared. This was achieved by building the ligands into the model from the crystal structures with MODELLER, or docking them into the active site model using docking software such as the Ligand Fit module in Cerius2 (Accelrys). The product analogue was modified to the two natural substrates (using InsightII) and sulfadoxine was docked into the active site using Cerius2 (Accelrys).

2.2.2.1. Substrate Construction

During the modelling process, the Mg\(^{2+}\) ion in *M. tuberculosis* DHPS and the product analogue in *B. anthracis* DHPS were incorporated into the model for PfDHPS. The model was loaded into InsightII and the product analogue was modified to the natural substrates, 6-hydroxymethyl-7, 8-dihydropterin pyrophosphate (DHP) and *p*-aminobenzoic acid (Figure 2.2). The substrates were saved as .pdb files for later use in ligand docking.

2.2.2.2. Sulfadrug Construction and Docking

Various sulfadrug are in use against parasites but the most commonly used drug against malaria is sulfadoxine (Figure 2.3). Most of the sulfadrug are *p*-aminobenzoic acid analogues with various functional groups attached. The following sulfadrug were constructed with the Builder module of InsightII and saved as .mol2 files for later use: sulfathiazole, dapsone, sulfachloropyridazine, sulfadoximaline, sulfadimethoxine, sulfapyridazine, sulfamoxole, sulfamethoxypyridazine, sulfamethoxazole, sulfamerazine, sulfadiazine, sulfisoxazole, PAS, sulfaamilamide and sulfacetamide (Kasekaran et al., 2004). The constructed sulfadrug were minimized in InsightII until the change in energy was less than 0.01 kcal/mol using the CVFF forcefield (Accelrys).

Only sulfadrug resistance with respect to sulfadoxine was investigated and not the detailed docking of the other sulfadrug. For the docking of the sulfadrug, the LigandFit module of Cerius2 (Accelrys) was
used. The model was loaded with the substrates in place (as constructed in InsightII). The Cavity Finding module was used to identify all the cavities and the active site cavity was selected. The following programs were also used in attempts to dock sulfadoxine: the LUDI module of InsightII, Autodock (Morris et al., 1998) as well as GOLD (Jones et al., 1997). Cerius2 LigandFit produced 20 fits with a range of conformations. The orientation in which the p-aminobenzoic acid part of sulfadoxine showed the closest resemblance to the crystal struture orientation was chosen. Only Cerius2 succeeded in docking sulfadoxine in an acceptable conformation and orientation. An acceptable conformation was a conformation in which sulfadoxine would interact with DHP in a way similar to the PiDHPS catalytic mechanism.

The following parameters were used and applied during the docking of sulfadoxine into the DHPS model with Cerius2:

- Hydrogens were automatically checked to ensure that all residues had the correct number of hydrogens.
- The automatically identified binding pocket was enlarged to ensure an adequate sampling of the conformational space in the active site.
- The default grid-resolution size was kept at 0.5Å to give an accurate representation of the active site.
- A pore opening of 8Å was specified to ensure that an adequate region of conformational space was sampled.
- The option to penalise any orientation of sulfadoxine if some part of the molecule was beyond the defined active site, was activated.
- Cerius2 was allowed to make the ligand flexible.

The sulfadoxine-PiDHPS complex was minimized according to the same criteria used in section 2.2.2.2 for minimizing the ligand-PiDHPS complex. The interaction between the DHPS model and the substrates was then visualized using LIGPLOT (Wallace et al., 1995). The interaction between DHPS and sulfadoxine was compared to the interactions published for *M. tuberculosis*, *B. anthracis*, *S. aureus* and
2.2.3. Homology modelling of \textit{P. falciparum} PPPK

2.2.3.1. Multiple Sequence Alignment

To ensure a reliable alignment of PfPPPK with the template, the PPPK (Pfam reference: PF01288) profile from Pfam was used. This ensured a reliable alignment of the globally conserved regions. The complete \textit{P. falciparum} PPPK sequence from Genbank (Genbank accession nr: U07706) was used as well as partial sequences from \textit{P. vivax} (Genbank accession nr: AY186730), \textit{P. berghei} (Genbank accession nr: AF344661) and \textit{P. chabaudi} (Genbank accession nr: AJ302077), which were obtained through a tblastx search with the \textit{P. falciparum} PPPK DNA sequence. Blastp provided the PPPK sequence of \textit{P. yoelii yoelii} (Genbank accession nr: EAA21661). The globally conserved regions were used to align the sequences for which a crystal structure was available. PPPK of \textit{E. coli} (PDB ref: 1DY3, 1CBK, 1EQM, 1EQO, 1EX8, 1F9H, 1F9Y, 1G4C, 1HKA, 1HQ2, 1IM6 and 1KBR) and \textit{H. influenzae} (PDB ref: 1CBK) had available crystal structures. PfPPPK showed 21% identity and 40% similarity to EcPPPK.

2.2.3.2. Homology modelling

A reliable structural model needs to include as many restraints as possible when building the model. All the available crystal structures of PPPK were investigated. There are 12 PPPK crystal structures available (11 from \textit{E. coli} (Ec; Stammers et al., 1999; Blaszczzyk et al., 2000) and one from \textit{H. influenzae} (Hi; Henning et al., 1999)). The \textit{E. coli} crystal structure was used as it contained the most complete set of substrates (ATP and a pterin substrate analogue, 7,8-dihydro-6-hydroxymethyl-7-methyl-pterin) and co-factors (two Mg\textsuperscript{2+} ions). The other crystal structures (PDB ref: 1CBK, 1EQM, 1EQO, 1EX8, 1F9H, 1F9Y, 1G4C, 1HKA, 1HQ2, 1IM6 and 1KBR) contained various forms of substrate analogues and either ADP or AMP. From the multiple sequence alignment it was evident that \textit{P. falciparum} PPPK contained two large inserts (each about 90 residues in length when compared to non-Plasmodial species) and the decision was made to exclude them from the model building process due to their length and the lack of a template match. MODELLER 6v3 was used to build the models. The substrate analogue (7,8-dihydro-6-hydroxymethyl-7-methyl-pterin) and ATP, as well as the two Mg\textsuperscript{2+} ions from the crystal structure, were included during the model building. The models were built following the same criteria used for the modelling of \textit{P. falciparum} DHPS in section 2.2.1.4. The substrate analogue
was converted to the natural pterin substrate using InsightII. To obtain a better characterization of the protein, low-complexity region prediction was done using the program SEG (Wootton et al., 1993).

2.3. Results

The following results were obtained from the homology modelling of PiDHPS and PiPPPK.

2.3.1. Homology Modelling of DHPS

The template-target alignment was derived from the Pfam DHPS multiple sequence alignment and the additional four Plasmodial species were added later. Figure 2.4 shows P. falciparum DHPS aligned with the four other Plasmodial DHPS sequences as well as the M. tuberculosis and B. anthracis DHPS sequences. Notice the two inserts when comparing the five Plasmodial species to M. tuberculosis and B. anthracis. The length of the inserts also differ between the five Plasmodial species but there is a high level of conservation between the Plasmodial species from residues 740-753 in the second insert. The length of insert 1 varies between the Plasmodial species and it does not seem to have any conserved regions. The alignment shows that there is a highly conserved, Plasmodium-specific region at the end of insert 2 (residues 747-759 in the P. falciparum sequence), which was predicted to be an α-helix. Figure 2.5 shows the conserved motifs in known DHPS sequences predicted by MEME. The alignment suggested that there are two inserts when comparing the DHPS of the Plasmodial species to the rest of the known DHPS sequences. The inserts in the P. vivax and P. falciparum sequence are shown in Figure 2.5. Motif 13 seems to be missing in P. falciparum but this is due to an insert in the junction region in the P. falciparum sequence.

Low complexity prediction using SEG, showed no low complexity regions in the P. falciparum DHPS sequence. Modeller produced 10 models and the best was chosen according to the criteria listed in section 2.2.1.4. The DHP and the Mg$^{2+}$ ion were built directly into the model from the crystal structure. Figure 2.6 shows interactions in the DHPS model active site. The primary active site residues show a very high degree of conservation when compared to the available crystal structures (Table 2.1). An advantage of using homology modelling is that the active site residues of the model are restrained by the orientation of the template residues, thus providing a very accurate representation of the orientation of the active site residues. DHPS occurs as a TIM barrel and the model also assumed this fold. Figure 2.7 shows the comparison between the P. falciparum model, M. tuberculosis and B. anthracis crystal structures. The main difference between the two models can be seen in the loop regions where P. falciparum has loops which are a few residues longer. Figure 2.8 shows the orientation of the substrate, DHP, and the Mg$^{2+}$ ion in the model. Note the proximity of the amino group of p-aminobenzoic acid to the carbon
Figure 2.4: A multiple sequence alignment between *B. anthracis*, *M. tuberculosis* and five Plasmodial DHPS sequences (*P. chabaudi*, *P. berghei*, *P. yoelii yoelii*, *P. falciparum* and *P. vivax*). As DHPS forms part of the PPPK-DHPS gene, the DHFS sequence numbers for the *Plasmodium* species start at 350, thus maintaining the original numbering for the bifunctional protein. The arrows indicate the start and end of the insertions, the underlined region is the repeat present in *P. vivax*, 'h' indicates the predicted α-helix in insert 2, ‘#’ indicates the known resistance-causing mutations and ‘*’ indicates residues involved in direct substrate contact (Baca et al., 2000).
Figure 2.5: The conserved motifs in DHPS identified by MEME. Note the extra motifs 5, 8 and 10 identified by MEME. These motifs are unique to the *Plasmodium* species. The *Plasmodium* species also lack motif 4 and 9. Note the extra motif 11 in the sequences of *P. berghei*, *P. chabaudi* and *P. yoelii yoelii*. Motif 11 supports the hypothesis that these three species are closely related (Kedzierski *et al.*, 2002). *P. falciparum* also lacks motif 13 as it seems to contain an insert in the junction region when comparing it to the other *Plasmodium* species.
Figure 2.6: Contacts in the active site of the *P. falciparum* DHPS model in comparison to the known DHPS crystal structures. PT1, PTP and PMM indicate the positions of the substrate (or its analogues) in the known crystal structures. The numbering are those in the crystal structures (or in the case of *P. falciparum*, the model), PT1: pteroic acid, Pmm: pterin-6-yl-methyl-monophosphate, SO₄: sulfate ion, Ptp: pterin pyrophosphate. All figures produced by LIGPLOT (Wallace et al., 1995).
connecting the pyrophosphate group to the ring system of DHP. During catalysis the amino group attacks this carbon and condenses with DHP. This causes the pyrophosphate group to be released from DHP, resulting in the formation of dihydropterotate. The model contained 9 α-helices and 8 β-sheets similar to the 9 α-helices and 8 β-sheets in the M. tuberculosis and B. anthracis crystal structures.

The PROCHECK quality check of the PfDHPs model is shown in Figure 2.9. The results for the Ramachandran plot and the estimated accessibility plots are shown. The model showed three residues in the disallowed regions. PROCHECK were also ran on both templates and compared to the model.

Table 2.1: Comparison of the active site residues between M. tuberculosis, S. aureus, E. coli, B. anthracis and the P. falciparum DHPS model. These residues are highly conserved in the alignment (Figure 2.4) (Baca et al., 2000; Hampele et al., 1997; Achari et al., 1997; Babaoglu et al., 2004).

<table>
<thead>
<tr>
<th>M. tuberculosis</th>
<th>S. aureus</th>
<th>E. coli</th>
<th>B. anthracis</th>
<th>P. falciparum*</th>
<th>Contacts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Asp 21</td>
<td>Asp 19</td>
<td>Asp 30</td>
<td>Asp 35</td>
<td>Asp 45/464</td>
<td>Interacts with the α-phosphate group on PTP</td>
</tr>
<tr>
<td>Asp 86</td>
<td>Asp 84</td>
<td>Asp 96</td>
<td>Asp 101</td>
<td>Asp 123/482</td>
<td>Has hydrogen bonds with the amino group on PTP</td>
</tr>
<tr>
<td>Asn 105</td>
<td>Asn 103</td>
<td>Asn 115</td>
<td>Asn 120</td>
<td>Asn 143/503</td>
<td>Has hydrogen bonds with the N-atoms in PTP</td>
</tr>
<tr>
<td>Met 130</td>
<td>Met 128</td>
<td>Met 129</td>
<td>Met 145</td>
<td>Met 170/529</td>
<td>Shows hydrophobic interactions with PTP</td>
</tr>
<tr>
<td>Asp 177</td>
<td>Asp 167</td>
<td>Asp 185</td>
<td>Asp 184</td>
<td>Asp 216/575</td>
<td>Hydrogen bonds with the amino group on PTP</td>
</tr>
<tr>
<td>Phe 182</td>
<td>Phe 172</td>
<td>Phe 188</td>
<td>Phe 189</td>
<td>Phe 221/580</td>
<td>Undergoes hydrophobic interaction with PTP</td>
</tr>
<tr>
<td>Ser 211</td>
<td>Ser 201</td>
<td>Ser 219</td>
<td>Ser 221</td>
<td>Ser 248/607</td>
<td>Interacts with p-aminobenzoic acid</td>
</tr>
<tr>
<td>Lys 213</td>
<td>Lys 203</td>
<td>Lys 221</td>
<td>Lys 220</td>
<td>Lys 250/609</td>
<td>Interacts with the α-phosphate group through a water molecule, as well providing hydrogen bonds to the 4-oxo group on PTP</td>
</tr>
<tr>
<td>Arg 253</td>
<td>Arg 239</td>
<td>Arg 255</td>
<td>Arg 254</td>
<td>Arg 291/686</td>
<td>Interacts with the α-phosphate group on PTP</td>
</tr>
<tr>
<td>His 255</td>
<td>His 241</td>
<td>His 257</td>
<td>His 256</td>
<td>His 293/688</td>
<td>Interacts with the α-phosphate group on PTP</td>
</tr>
</tbody>
</table>

* The first number is the residue number as it appears in the model. The second number indicates the residue number in the full bifunctional protein.

2.3.2. Ligand Docking

Sulfadoxine was docked into the active site of PfDHPs with the LigandFit module of Cerius2. The B. anthracis crystal structure revealed a probable position of p-aminobenzoic acid. As sulfadoxine is a p-aminobenzoic acid analogue, the p-aminobenzoic acid position helped in eliminating some of the possible orientations suggested by Cerius2. Figure 2.10 shows the orientation of sulfadoxine in the active
Figure 2.7: A comparison between the backbone structures of *M. tuberculosis* (white), *B. anthracis* (blue) and the *P. falciparum* (red) model. Top: side view of the DHPS model. Bottom: view from the top of the DHPS model. The red loop protruding from the bottom set of models is the shorter insert in the *P. falciparum* sequence (residues 463 to 475 in the bifunctional protein, residues 106 to 117 in the model). Generated with PYMOL (DeLano 2002, http://www.pymol.org).
Figure 2.8: The \textit{P. falciparum} DHPS model showing the orientation of the substrates and the Mg\textsuperscript{2+} ions. Top: The location of the product analogue and the Mg\textsuperscript{2+} ion (grey) after model construction. Bottom: The DHP substrate and Mg\textsuperscript{2+} ion were built in from the crystal structure during model building, and the \textit{p}-aminobenzoic acid constructed by breaking the bond between the pterin group and the benzene moiety. Generated with PYMOL (DeLano 2002, http://www.pymol.org).
Figure 2.9: Results of the PROCHECK quality check of the PDPHPS model (only selected results are shown). Top: image represents the Ramachandran plot. The three residues in the disallowed regions are a result of the modelling process. During subsequent minimization these residue parameters are adjusted to normal. The PROCHECK results of the templates showed no residues in disallowed regions. Bottom: An estimated solvent accessibility plot. The plot is an estimate of the solvent exposure of each residue. Each vertical color in the secondary structure plot represents a separate residue (100 residues per plot).
site of PfDHPS. The model indicated that sulfadoxine fills up the remainder of active site cavity (after DHP has docked) and thus blocks the entrance of p-aminobenzoic acid into the active site. Sulfadoxine also shows strong interactions with the pyrophosphate group on DHP, which helps to keep it in the active site. The methyl groups on sulfadoxine show hydrophobic interactions with the side chain of Lys 540 in PfDHPS. When Lys 540 is mutated to Glu there is a charge reversal, as well as a shortening of the hydrophobic side chain (Figure 2.10). This may cause a loss of the hydrophobic interaction and thus the methyl groups are forced to move, resulting in a less tight interaction between PfDHPS and sulfadoxine. The A581G simulation showed that the methoxy groups move away from residue 581 due to a decrease in hydrophobic interactions. Ser 436 shows interaction with sulfadoxine and when the S436F/A mutation occurs there is a loss of this interaction. The S436F mutation causes steric hindrance as the Phe mutation takes up the space needed for sulfadoxine to bind. The S436A mutation will cause a loss of interaction as the interaction between Ser 436 and sulfadoxine is through the hydroxyl group of Ser 436.

2.3.3. Homology modeling of PPPK

The template-target alignment was obtained from the multiple sequence alignment and used for modelling. The alignment showed two large insertions (average of 90 residues each) and these inserts were excluded from the model building alignment due to their length as well as the lack of a template match. There is some conservation between the Plasmodial species but the P. vivax sequence seems to have diverged the most (Figure 2.11).

Unlike the Plasmodial DHPS sequences, the length of the inserts in the Plasmodial PPPK sequences seems to be more conserved between the Plasmodial species (except for P. falciparum). Insert 1 shows a high degree of conservation between the five Plasmodial sequences but insert 2 only shows some conservation between P. falciparum, P. chabaudi and P. berghei and only at the beginning of insert 2. Figure 2.13 shows the results of conserved motif detection in PPPK by MEME. The Plasmodium family seems to have undergone huge changes in the PPPK protein as seen by the absence of globally conserved regions. Once again there is evidence for the close phylogenetic relationship between P. chabaudi, P. berghei and P. yoelli yoelli as seen with motif 15 and 16 only occurring in these three species. P. yoelli yoelli seems to contain an extra motif 19 which is similar to that of C. pneumoniae. P. falciparum also contains an extra motif 17 and 18 when compared to the other members of the Plasmodium family.

MODELLER produced 10 models and the models were evaluated based on the criteria in section 2.2.1.4. The substrate analogue 87Y (7,8-dihydro-6-hydroxymethyl-7-methyl-7-pterin) and the Mg$^{2+}$ ions were built in from the template crystal structure and modified to the natural substrate using InsightII (Figure 2.15). The active site of the PfPPPK model compared well with the other known crystal structure active sites (Figure 2.14), with differing residues indicated in Table 2.2. The quality of the model and the templates were checked by PROCHECK and the results for the model is shown in
Figure 2.10: Top: The interaction between PfDHPS, DHP and sulfadoxine. The grey sphere is the Mg$^{2+}$ ion, which anchors DHP through the pyrophosphate groups. The $p$-aminobenzoic acid analogue part of sulfadoxine assumes a marginally different orientation than $p$-amino benzoic acid in Figure 2.8 and shows interactions with the pyrophosphate group on DHP. Bottom: The effect of the K540E mutation on sulfadoxine binding. In the wild-type (light blue) the methoxy groups on sulfadoxine shows interactions with the sidechain of Lys 540. When the K540E (green) mutation occurs, the methoxy groups rotate to point away (not shown) and the distance between residue 540 (Glu) and sulfadoxine doubles. This may be due to the increased interaction of Glu 540 with the solvent, which may also explain why the loop opens up more than in the wild-type. Generated with PYMOL (DeLano 2002, http://www.pymol.org).
Figure 2.11: The multiple sequence alignment for the complete E. coli, H. influenzae PPK and five Plasmodial PPK sequences. Notice the two large inserts in the Plasmodium family when compared to E. coli and H. influenzae. Insert 1 shows some conservation between the Plasmodial species but insert 2 only has a short conserved motif at the beginning. There are also a few short insertions as seen in insert 1 for P. berghei, P. chabaudi and P. yoelli yoelli. The large inserts (insert 1 and 2) were left out of the modelling process due to their excessive length and the lack of a template match. *indicates PPKK contacts with ATP and the substrate analogue. Note the additional P. falciparum-specific insert in insert 2. This specific insert is a low-complexity region. PPPKK numbering stops at 357 and PDDHPS numbering starts at 399, this includes a short linker region between PPPKK and DHPS.
Figure 2.12: Results of the PROCHECK quality check of the PIIPPK model (only selected results are shown). Top: Ramachandran plot of PIIPPK. The two residues in the disallowed regions are due to the modelling process. The residue parameters are shifted to normal during subsequent minimizations. Bottom: An estimated solvent accessibility plot. The plot estimates the solvent exposure of each residue. Each vertical color in the secondary structure plot represents a separate residue (100 residues per plot).
Figure 2.13: The conserved motifs in PPPK as detected by MEME. Note the large inserts in the *Plasmodium* species when compared to the other species.
Figure 2.12. During minimization the Mg$^{2+}$ ions anchor the phosphate groups on ATP and prevents it from moving too far away. ATP also remained close enough to the pyrophosphate-accepting group for the reaction to occur. From the crystal structure of *E. coli* it can also be seen that the Mg$^{2+}$ ions play a role in anchoring the phosphate groups of ATP as well as mediating interactions between the protein and the substrate (Figure 2.14).

Table 2.2 shows the interactions between PPPK, substrate and ATP. Blaszczyk *et al.* (2000) remarked that the differences seen in substrate-interacting residues may be responsible for the different isozymes of PPPK isolated from biological sources. These authors also proposed that the following residues are involved in loop stabilization in *E. coli* PPPK: Asn 10, Gln 50, Arg 82, Arg 84, Arg 88, Thrp 89, Arg 92 and Tyr 116 (Pf: Asn 25, Asp 65, Asn 100, Gln 105, Lys 106 and His 134). The movement of the loops will be discussed in Chapter 3. PPPK contains two Mg$^{2+}$ ions which are both six-coordinated. Mg1 interacts with the α-phosphate and β-phosphate groups while Mg2 interacts with β-phosphate and the γ-phosphate group. The Mg$^{2+}$ ions also interact with the oxygen atoms in the sidechains of Asp 95 and Asp 97 (Pf Asp 113, Asp 115). Both the Mg$^{2+}$ ions also coordinate with water molecules. Blaszczyk *et al.* (2000) noted that Asp 95 and Asp 97 have to undergo significant conformational changes to interact with Mg$^{2+}$ and thus magnesium binding-induced fit is evident.

The *E. coli* structures also contained a substrate analogue (87Y) as well as the natural substrate HP (6-hydroxymethyl-7,8-dihydropterin). In the *E. coli* crystal structure HP undergoes ring stacking to stabilize the double ring system (Figure 2.16). Tyr 53 and Phe 123 are involved in ring stacking in the *E. coli* structure but in the PfPPPK model the situation appears to be reversed with Phe 68 fulfilling the role of Tyr 53, and Tyr 141 replacing Phe 123. HP also shows hydrogen bonds with *E. coli* residues Thr 42, Pro 43, Leu 45, Asn 55 (Pf Thr 57, Val 58, Gln 60, Asn 70) and these interactions saturate the hydrogen bond capacity of HP. Five other residues are also involved in binding HP: *E. coli* Gly 8, Tyr 53, Trp 89, Asp 95 and Phe 123 (Pf Gly 23, Phe 68, Lys 106, Asp 113, Tyr 141). Gly 8 is highly conserved between the different species and cannot be replaced by any other residue as this would interfere with HP binding through steric constraints, as well as preventing Asn 55 from changing its conformation to allow HP binding.
Figure 2.14: A comparison between the active site interactions of the *P. falciparum* PPPK model and known PPPK crystal structures. 8TY (*E. coli*) and RoI (*H. influenzae*) are the substrate analogues in the crystal structures. HP is the substrate analogue from the crystal structures built into the *P. falciparum* PPPK model. All figures were generated with LIGPLOT (Wallace *et al.*, 1995).
Table 2.2: Active site residue comparison between the crystal structures of *E. coli*, *H. influenzae* PPK and the *P. falciparum* PPK model. Some residues differ but the type of interaction between the residue and the substrate analogue remains the same. Note that most of the ATP-interacting residues interact with ATP through amide and/or carbonyl groups and thus the sidechain nature of these residues are relatively unimportant. Adapted from Blaszczzy *et al.* (2000).

<table>
<thead>
<tr>
<th>Residue</th>
<th><em>E. coli</em></th>
<th><em>H. influenzae</em></th>
<th><em>P. falciparum</em></th>
<th>Interaction with PPK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gly 8</td>
<td>Gly 9</td>
<td>Gly 11/23</td>
<td>Interacts with HP, highly conserved</td>
<td></td>
</tr>
<tr>
<td>Thr 42</td>
<td>Ser 43</td>
<td>Thr 45/57</td>
<td>Forms hydrogen bond with primary amine on HP</td>
<td></td>
</tr>
<tr>
<td>Pro 43</td>
<td>Lys 44</td>
<td>Val 46/58</td>
<td>Use peptide backbone O for HP interaction</td>
<td></td>
</tr>
<tr>
<td>Leu 45</td>
<td>Leu 46</td>
<td>Glu 48/60</td>
<td>Glu 60 uses εO to form hydrogen bond with HP, Leu 45 uses backbone O for hydrogen bond formation</td>
<td></td>
</tr>
<tr>
<td>Tyr 53</td>
<td>Tyr 54</td>
<td>Phe 68/161</td>
<td>Sidechain associates with HP, substrate sandwiched between Tyr (Ec 53, Hi 54) and Phe (Ec F123, Hi F123)</td>
<td></td>
</tr>
<tr>
<td>Asn 55</td>
<td>Asn 56</td>
<td>Asn 70/183</td>
<td>Interacts with the 4-oxo group on ATP</td>
<td></td>
</tr>
<tr>
<td>Gln 74</td>
<td>Gln 76</td>
<td>Lys 78/185</td>
<td>Interacts with ATP through the NH₂ groups of Lys and Gln</td>
<td></td>
</tr>
<tr>
<td>Glu 77</td>
<td>Glu 78</td>
<td>Glu 81/188</td>
<td>Interacts with Mg²⁺ and with ATP</td>
<td></td>
</tr>
<tr>
<td>Arg 82</td>
<td>Arg 83</td>
<td>Arg 86/193</td>
<td>Interacts with oxygens on the α-phosphate and the β-phosphate group of ATP</td>
<td></td>
</tr>
<tr>
<td>Arg 84</td>
<td>Arg 85</td>
<td>Asn 88/195</td>
<td>Interacts with oxygens on the α-phosphate group of ATP, helps with loop stabilization</td>
<td></td>
</tr>
<tr>
<td>Arg 88</td>
<td>Arg 88</td>
<td>Lys 93/200</td>
<td>Interacts with ATP through its ε-amino group</td>
<td></td>
</tr>
<tr>
<td>Trp 89</td>
<td>Trp 89</td>
<td>Lys 94/201</td>
<td>Interacts with substrate and γ-phosphate oxygen of ATP</td>
<td></td>
</tr>
<tr>
<td>Arg 92</td>
<td>Arg 92</td>
<td>Arg 98/205</td>
<td>Helps with loop stabilization and interacts with oxygens on the α-phosphate and the β-phosphate group of ATP</td>
<td></td>
</tr>
<tr>
<td>Asn 95</td>
<td>Asn 95</td>
<td>Asp 101/208</td>
<td>Interacts with HP and Mg²⁺ through its carboxy oxygens</td>
<td></td>
</tr>
<tr>
<td>Asn 97</td>
<td>Asn 97</td>
<td>Asp 103/210</td>
<td>Interacts with Mg²⁺ through its carboxy oxygens</td>
<td></td>
</tr>
<tr>
<td>Ile 98</td>
<td>Ile 98</td>
<td>Ile 104/211</td>
<td>Residues interact with ATP through their amide and/or carbonyl groups</td>
<td></td>
</tr>
<tr>
<td>Arg 110</td>
<td>Arg 110</td>
<td>Glu 116/313</td>
<td>Arg 110 use backbone O for hydrogen bond with the ribose part of ATP, Glu 128 uses terminal εO</td>
<td></td>
</tr>
<tr>
<td>Thr 112</td>
<td>Thr 112</td>
<td>Leu 118/315</td>
<td>Both residues use peptide backbone O for interaction</td>
<td></td>
</tr>
<tr>
<td>Pro 114</td>
<td>Pro 114</td>
<td>Ile 120/317</td>
<td>Forms cavity for ATP, interacts with ATP core</td>
<td></td>
</tr>
<tr>
<td>His 115</td>
<td>His 114</td>
<td>Pro 121/318</td>
<td>Forms cavity for ATP, interacts with ATP core</td>
<td></td>
</tr>
<tr>
<td>Tyr 116</td>
<td>Tyr 116</td>
<td>His 123/319</td>
<td>Forms cavity for ATP, interacts with ATP core</td>
<td></td>
</tr>
<tr>
<td>Arg 121</td>
<td>Arg 121</td>
<td>His 139/324</td>
<td>Forms cavity for ATP, interacts with ATP core</td>
<td></td>
</tr>
<tr>
<td>Phe 123</td>
<td>Phe 123</td>
<td>Tyr 141/326</td>
<td>Sidechain associates with HP, substrate sandwiched between Tyr (Ec 53, Hi 54) and Phe (Ec F123, Hi F123)</td>
<td></td>
</tr>
</tbody>
</table>

* The first number indicates the residue in the model. The second number indicates the residue in the full bifunctional protein.
Figure 2.15: A comparison of *E. coli* PPPK (beige) with the PiPPPK model (blue). The model does not contain any of the parasite-specific insertions. The substrate analogue, 87Y is the stick model on the left and ATP is the stick model on the right. The Mg$^{2+}$ ions are grey spheres. Note how the Mg$^{2+}$ ions anchor the ATP. All the interactions are shown in Table 2.2. Generated with PYMOL (DeLano 2002, http://www.pymol.org).

Figure 2.16: The ring stacking used to keep the substrate analogue in place in PPPK. *E. coli* uses Tyr 53 and Phe 123 while in the PiPPPK model the situation is reversed with Phe 68 and Tyr 141 being used. Generated with PYMOL (DeLano 2002, http://www.pymol.org).
2.4. Discussion

2.4.1. DHPS Homology Model

The DHPS model will be discussed in three sections, with the first section focusing on the homology model, the second section on the parasite-specific inserts and their effect on the PfDHPS model and the third section on ligand-protein interactions.

![Diagram of DHPS structure](image)

Figure 2.17: The modelled structure of *P. falciparum* DHPS. The model maintains the core barrel structure of *M. tuberculosis* (9 α-helices and 8 β-sheets). Helices 6, 7, 7' and 8 have been proposed to be involved in dimer interaction in *M. tuberculosis* and *S. aureus*, however only helix 7 and 8 are involved in dimer formation in *B. anthracis* (Babaoglu et al., 2004). Insert 2 is located just after helix 7.

2.4.1.1. *P. falciparum* DHPS model

The *P. falciparum* DHPS homology model compared well to the available crystal structures, especially in the active site region. The major structural difference between the model and the crystal structures is the inserts in the *P. falciparum* model. The annotated structure of *P. falciparum* DHPS is shown in Figure 2.17. The longest insert (insert 2, 39 residues) was left out in the construction of the model. No template is available and this region would thus only form an unordered peptide chain. In the crystal
structure of *B. anthracis* and *E. coli*, there is an anti-parallel β-sheet at the bottom of the TIM-barrel but not in the crystal structures of *S. aureus* and *M. tuberculosis*. The model contains an anti-parallel β-sheet at the bottom of the barrel and this is based on the *B. anthracis* template used. Support for or against the existence of this region as an anti-parallel β-sheet in *P. falciparum* DHPS could not be found. An interesting feature of DHPS structures in general is that the loops of the N-terminal end of the barrel sheets between the sheets and helices are very short (+/- 7 residues) while the C-terminal end has very long loop sections (some in excess of 30 residues). This correlates with the observation that the active site is located at the C-terminal end of the barrel sheets in TIM-barrel enzymes (Nagano *et al.*, 2002). Baca *et al.* (2000) and Hampele *et al.* (1997) speculated that loops 1, 2, 5 and 7 play a role in catalysis and that helices 6, 7, 7' and 8 play a role in protein-protein interactions in *M. tuberculosis*. The same loops are implicated in catalysis in *B. anthracis* but protein-protein interactions are mediated only by helices 7 and 8 (Babaoglu *et al.*, 2004).

### 2.4.1.2. *P. falciparum* DHPS-Specific Inserts

As seen from the alignment (Figure 2.4) *P. falciparum* DHPS contains two inserts in comparison to the template used for modelling. The high conservation of insert 2 between five *Plasmodium* species, implies the need to retain this part of the insert. The functional importance of inserts has been proven for *P. falciparum* dihydrofolate reductase-thymidilate synthase (DHFR-TS, Yuvaliyama *et al.*, 2003) and S-adenosylmethionine decarboxylase/ornithine decarboxylase (AdoMetDC/ODC, Birkholtz *et al.*, 2004). Yuvaliyama and co-workers have shown that the insert between the DHFR and the TS domains (containing two short α-helices) are involved in dimerization and domain organization. The helix in the insert serves as an anchor between the domains thus helping to keep the domains together. Birkholtz *et al.* (2004) deleted various combinations of parasite-specific inserts to determine their functionality. When certain inserts were deleted a 95% loss in enzyme activity was observed. When the connecting hinge region between the two domains were deleted an activity loss of 33% for AdoMetDC and a ≈50% loss in ODC activity was observed. When the domains were co-expressed with their respective inserts deleted, they also observed a marked loss in activity as well as a decrease in the formation of a functional, hetero-tetrameric enzyme. These results suggest the importance of inserts in domain-domain interactions as well as in enzyme activity.

The inserts in the known Plasmodial DHPS sequences differ with respect to their length and conservation. Insert 1 showed a difference in insert length between the species with *P. chabaudi* being the longest and *P. falciparum* the shortest. *P. chabaudi*, *P. berghei* and *P. yoelii yoelii* sequences show a high degree of conservation for insert 1 but the reason why it is not conserved between all five species is not known. A possible reason for this may be that these three species are more closely related to each other than
they are to *P. vinax* or *P. falciparum*. Kedzierski and co-workers (2002) used the adenylosuccinate lyase gene to do a phylogenetic analysis of the *Plasmodium* family. In this study they came to the conclusion that there are three main branches in the *Plasmodium* family. *P. berghei*, *P. yoelii yoelii* and *P. chabaudi* were closely related on one branch while *P. vinax* and *P. falciparum* each occupied a separate branch. This supports the observation that the highly conserved sequences in insert 1 of *P. berghei*, *P. yoelii yoelii* and *P. chabaudi* are due to a recent common ancestor in the evolution of the *Plasmodium* family (Kedzierski et al., 2002).

Insert 2 is interesting with respect to the secondary structure predicted for the last residues (747-759) in the *P. falciparum* sequence. The fact that the predicted helix is highly conserved between all five species may suggest that it has a functional role in the Plasmodial PPKP-DHPS enzyme. As seen from the work of Yuwaniyama et al. (2003), it may be involved in domain-domain interactions either between the PPKP-DHPS domains or between similar domains (DHPS-DHPS or PPKP-PPKP) and may also influence enzyme activity. Once again (as for insert 1) the highest sequence conservation for insert 2 is between *P. berghei*, *P. yoelii yoelii* and *P. chabaudi* but in this insert (in contrast with insert 1) *P. falciparum* and *P. vinax* show quite high sequence similarity with the other three species, indicating a need to conserve the sequence of insert 2. Interestingly, *P. vinax* and *P. yoelii yoelii* each contain species-specific inserts with the *P. yoelii yoelii* insert disrupting the predicted o-helix. Another interesting feature is the occurrence of a repetitive (G/A)KLNG(D/E) ([Gly,Ala]-Lys-Leu-Thr-Asn-Gly-[Glu,Asp]) motif in the *P. vinax* specific insert. The [G,A]KLNG[D,E] motif repeats nine times to form the *P. vinax* specific insert. The *P. yoelii yoelii* specific insert displays no such motif, and no repetitive motif was observed in any of the DHPS sequences from other *Plasmodium* species. The function of the repetitive elements remains unknown.

### 2.4.1.3. Ligand Interactions

The crystal structures of DHPS from *M. tuberculosis* (containing DHP-monophosphate), *B. anthracis* (various models containing pteric acid, DHP-monophosphate, DHP and MANIC (6-methylamino-5-nitro-iso cytosine)), *E. coli* (sulfate ion) and *S. aureus* (DHP) revealed the conserved contacts made between the substrates and the protein. Table 2.1 lists the most important conserved residues. The interaction between the oxygen on the pyrazine ring and Lys is conserved between all the crystal structures (Pf 609, Mtb 213, Ba 220, Ec 221, Sa 203) as well as the interaction between the amino group on the pyrazine ring, Asn and Asp (Pf 503 and 575, Mtb 105 and 177, Ba 120 and 184, Ec 115 and 185, Sa 103 and 167). Asp also shows a conserved interaction with N8 of the pyrazine ring (Pf 482, Mtb 86, Ba 101, Ec 96, Sa 84). From the *S. aureus* and *B. anthracis* crystal structures the position and orientation of the pyrophosphate groups of DHP can be seen. The pyrazine ring structure also undergoes π–π-stacking
interactions with Arg (Pf 686, Mtb 253, Ba 254, Ec 255, Sa 239). It is well known that the pyrophosphate group interacts with metal ions. The position of the metal ion was determined from the structures of *S. aureus* (Mn$^{2+}$) and *M. tuberculosis* (Mg$^{2+}$). Kasnak *et al.* (2004) determined that *P. falciparum* uses a Mg$^{2+}$ ion for catalysis while *S. aureus* uses a Mn$^{2+}$ ion. The *B. anthracis* and *M. tuberculosis* structures show that some of the oxygen atoms on the pyrophosphate group interact with the metal ion and with Arg (Pf 686, Mtb 253, Ba 254, Ec 255, Sa 239) as well as with His (Pf 688, Mtb 255, Ba 256, Ec 257, Sa 241). The metal ion is also anchored by the His residue (Pf 688, Mtb 255, Ba 256, Ec 257, Sa 241). This orientation of the pyrophosphate group exposes the carbon atom linking the pyrazine and pyrophosphate group for a SN$_2$ nucleophilic attack by the amino group of *p*-aminobenzoic acid (Baca *et al.*, 2000, Babaoglu *et al.*, 2004). The pyrophosphate group geometry may also create a partial positive charge on the linking carbon atom.

The structure of *B. anthracis* DHPS provided the only indication of where *p*-aminobenzoic acid is located in the active site. The *E. coli* structure has SAN (a *p*-aminobenzoic acid analogue) in the active site but it is in an unfavourable position to form pterico acid. The *B. anthracis* structure indicated that the benzene ring of *p*-aminobenzoic acid undergoes hydrophobic interactions with the side chain of Lys (Pf 609, Mtb 213, Ba 220, Ec 221, Sa 203). The conformation of Lys 220 changes to accommodate the hydrophobic interaction with *p*-aminobenzoic acid when comparing the crystal structure with a ligand to the unbound structure. As a result of the *p*-aminobenzoic acid stacking with Lys, the carboxy group of *p*-aminobenzoic acid is in close enough proximity to form hydrogen bonds with the γ-O oxygen and the amide backbone nitrogen of Ser (Pf 607, Mtb 213, Ba 221, Ec 219, Sa 201).

As sulfadoxine is a *p*-aminobenzoic acid analogue it maintains most of the same interactions as *p*-aminobenzoic acid. The carboxyl group interactions of *p*-aminobenzoic acid are however replaced by the two oxygen atoms on the sulfur. This causes *p*-aminobenzoic acid and sulfadoxine to compete for the active site. Sulfadoxine may have some hydrophobic associations with the sidechain of Lys 540 through the methoxy groups. The K540E mutation shortens the sidechain with two methyl groups as well as reversing the charge. This may cause a loss of hydrophobic interaction with sulfadoxine. Sulfadoxine may also have some added interactions with Ala 437 although the orientation of Ala 437 did not indicate this. The S436F/A mutation causes a loss of the possible interaction between Ser 436 and sulfadoxine. The S436F mutation causes steric hindrance which prevents sulfadoxine from entering the active site. Ser 436 interacts with sulfadoxine through its hydroxyl group, which breaks this interaction. Ala 581 shows polar interactions with the methoxy groups on sulfadoxine. The A581G mutation makes the chain more flexible, which may result in a reduced capacity to form polar interactions with sulfadoxine. The A581G does not seem to have a large effect on sulfadoxine binding and this may explain why it is one of the less common mutations in PfDHPS. The model could not explain the A613T/S mutation effects.
2.4.2. PPPK Homology Model

Figure 2.18: The annotated structure of the PfPPP model. Insert 1 is located after \( \beta \)-sheet 2 and insert 2 is located just before \( \beta \)-sheet 4.

Figure 2.18 shows the annotated PfPPP model with the loops, helices and sheets indicated (based on the annotation by Błaszczyk et al. (2000)). The movement of the loops will be discussed in Chapter 3.

2.4.2.1. PfPPP inserts

The preliminary alignment showed that some residues aligned between the target and template, but when the model was built the residues did not occupy equivalent coordinates and could thus not fulfill their biological role. This required some of the residues in the alignment to be shifted to ensure that the model represented the active site accurately. When the sequences of the five Plasmodium species were compared with those of \( E. coli \) and \( H. influenzae \), the presence of inserts in the \( Plasmodium \) sequences became apparent. Once again (as is the case with PfDHPS) it seems that \( P. falciparum \) PPPK contains two inserts in relation to other known species. The alignment (Figure 2.11) supports the hypothesis proposed for DHPS that \( P. berghei \), \( P. chabaudi \) and \( P. yoelli yoelli \) are more closely related (Kedzierski et al., 2002). From the alignment it is apparent that the second insert is much more conserved between \( P. berghei \), \( P. chabaudi \) and \( P. yoelli yoelli \) than when compared to those of \( P. falciparum \) and \( P. vivax \).
The three related Plasmodia also share a short insert in the middle of insert 1. In the *P. yoelli yoelli* sequence the first 30 residues do not match up to the other *Plasmodium* species. *P. vivax* also seems to contain a short insert at the start of the PPPK sequence. The *P. falciparum* PPPK sequence contains an additional insert inside global insert 2. This is a low-complexity insert as indicated by SEG (Wootton *et al.*, 1993) and is a region rich in Asn residues.

### 2.4.2.2. Ligand interactions

PPPK contains two vital Mg\(^{2+}\) ions in the active site. Blaszczyk *et al.* (2000) suggests six possible functions of the Mg\(^{2+}\) ions in PPPK. Firstly, the ions may bring all the catalytic residues into the active site. Secondly, the ions orientate the hydroxyl oxygen of 6-hydroxymethyl-7,8-dihydro-pterin, the \(\beta\)-phosphorous and the oxygen between the \(\alpha\)-phosphorous and the \(\beta\)-phosphorous of ATP. Thirdly, the ions may activate the \(\beta\)-phosphorous for a nucleophilic attack. Fourth, the ions lower the pKa of the hydroxyl group on 6-hydroxymethyl-7,8-dihydropterin and thus facilitate the reaction. Fifth, the Mg\(^{2+}\) ions can stabilize the transition state of the reaction. Sixth, the removal of AMP may be facilitated by the Mg\(^{2+}\) ions. PPPK also has various isozymes and Blaszczyk *et al.* (2000) found that Thr 42 was conserved among eight species but had various other amino acids in other isozymes. In this respect PfPPPK and BaPPPK are similar as they both contain a threonine at position 42 (Table 3.1).

### 2.5. Conclusion

Worldwide resistance of the malaria parasite to sulfa-drugs is on the increase and new methods need to be investigated to identify new drugs and drug targets. In the previous sections models for *P. falciparum* DHPS and PPPK were presented. From the crystal structures (as well as the model) it was seen that the active sites of PPPK and DHPS must be able to bind the pterin moiety. Stammers *et al.* (1999) investigated the PPPK and DHPS active sites of *E. coli* to look for similar binding cavities. They found that the hydrogen bonding around the edges of the pterin moiety is the same between the two enzymes but that the phosphate-binding sites are different. In *E. coli*, DHPS interacts directly with the pyrophosphate groups through basic residues. In *E. coli* PPPK the pyrophosphate groups interact through cations (Mg\(^{2+}\) ions) as well as hydrogen bonds with basic residues. The same principle holds for the PPPK and DHPS models of *P. falciparum*. Using the pterin moiety as a scaffold, a drug could be designed which would inhibit both enzymes as these enzymes are not found in mammals. This double-pronged approach would alleviate some of the problems of drug resistance in DHPS enzymes.

Using molecular dynamics, the next chapter investigates the effect of resistance-causing mutations on the binding of the natural substrate to DHPS as well as on the binding of sulfadoxine to DHPS.
Chapter 3

Molecular Dynamics

3.1. Introduction

What is Molecular Dynamics (MD)? In simple terms (http://www.wikipedia.org):

“Molecular Dynamics numerically solves Newton’s equations of motion on an atomistic or similar model of a molecular system to obtain information about it’s time-dependent properties”.

This statement translates to the calculation and observation of the predicted motion of atoms in a molecule over certain time periods. Although crystallography can resolve the structure of a protein at a very high resolution (Jelsch et al., 2000), it reflects only on rigid crystals and not the dynamic features of a protein in solution. The problem is that not all proteins can be easily crystallised or expressed in sufficient quantities. Nuclear Magnetic Resonance (NMR) can be used to solve the structure and motion of the protein but the protein is needed in soluble form and at high concentrations. This comes back to the problem of protein expression and solubility (as is the case for membrane proteins). To use MD and Normal Mode Analysis (NMA), only a modelled structure is needed.

MD started out in theoretical physics but was applied to Biochemistry in the early 1970’s. It has been applied to a vast range of protein motion problems such as the transfer of water across the aquaporin protein (de Groot et al., 2001), folding of small proteins (Fersht, 2002), calculating the mechanical force exerted by G proteins (Kosztin et al., 2002), elucidating the general mechanism of anesthesia (Tang et al., 2002) and resolving the mechanism of the GroEL complex (Ma et al., 2000). It has also been used to investigate the motion of loops in a protein, more specifically the triosephosphate isomerase enzyme (TIM) (Derreumaux et al., 1998). Due to its theoretical nature MD has often been seen as a toy with which computational biologists play to make proteins move. However, MD can also provide thermodynamic properties, calculate protein structures at different temperatures and predict the effect of different solvents on protein structure. Two areas in which MD has been applied succesfully will be
discussed to answer problems which would have been difficult to solve with experimental work. Some principles of NMR, NMA and in-depth MD will be discussed.

3.1.1. Nuclear Magnetic Resonance (NMR)

NMR is the effect of nucleus-nucleus interactions emitting radiation when placed in an oscillating, electromagnetic field. NMR works by exciting the atoms with radio waves of a certain frequency and then measuring the emitted radiation. Only atoms with a nuclear moment of zero can be measured, including elements such as hydrogen, deuterium, carbon, nitrogen and phosphorous (Leach, 2001; Schlick, 2002). These atoms all have an uneven number of protons or neutrons. When the magnetic field is applied the spin of the nucleus changes and this generates a magnetic field, which is unique for each type of interaction. A hydrogen bonded to an oxygen will generate a field different to that of a hydrogen bonded to a nitrogen or even another hydrogen. By measuring all of these fields we can predict where certain atoms will lie. A program using amino acid templates will then try and match the templates to the measured positions of the atoms and predict a structure (Schlick, 2002). Because the proteins are in solution when doing NMR, different positions of the atoms can be measured resulting in a snap-shot series of protein movement. This is still not accurate enough because some atoms are in different environments than others, e.g. an atom in the centre of a protein will experience a hydrophobic environment while an atom on the surface of a protein will experience a water-rich environment and thus some magnetic fields will look different for the same atom. The nuclear Overhauser effect (NOE) can be used to enhance the resolution of NMR. NOE is the transfer of spin polarization amongst atomic nuclei and enhances the resonance of nuclei. This enhancement helps to identify more atoms when using NMR (Leach, 2001).

3.1.2. Normal Mode Analysis (NMA)

NMA is the analysis of motion in proteins using all the modes of movement. A protein will have different mode frequencies with each bond being a mode frequency. Thus an NMA analysis at a mode frequency of e.g. 12 000 will be an analysis of motion of every individual bond in a protein containing 12 000 atoms. NMA is usually done only for lower frequency modes up to a 100, but the most useful is mode frequency 7-11. These modes represent global protein movement and thus give a picture of the movement of different parts of the protein (Tama et al., 2004; Brink et al., 2004). This is a less time-consuming method than MD but does not give the same amount of information as an MD simulation does. With an MD simulation a very detailed analysis can be done on certain atoms in a system while with NMA it is more difficult to separate the individual atom motions from one another. NMA is also not time-dependent.
3.1.3. Molecular Dynamics (MD)

To understand MD we need to grasp the underlying principles. A brief overview of these principles will be given followed by a discussion of how these principles are applied.

3.1.3.1. Forcefields

Forcefields (or molecular mechanics) are the basis of all molecular dynamics simulations. All interactions and movements of molecules during a MD run are based on forcefield parameters. Forcefields differ from quantum mechanics (QM) in that the electronic motion is ignored and only the energy of the system based on nuclear positions is calculated (Leach, 2001). Quantum mechanics is usually used for small molecules containing a few atoms. Forcefields can perform as well as quantum mechanic computations and this is mainly due to one assumption. This is the Born-Oppenheimer approximation, which states that since nuclear motion is much slower than electron motion the electronic wavefunction, or energies, can be calculated assuming a fixed position of the nuclei and nuclear motion can be considered assuming an average distribution of electron density. This enables us to calculate the energy of a system without doing any QM calculations on a system containing thousands of atoms (Schlick, 2002).

The Lennard-Jones potential (Figure 3.1) underlies all of MD and thus a thorough understanding of this concept is needed (Brooks et al., 1983). The Lennard-Jones potential describes how the interaction energy changes when two molecules approach one another. Various modifications of this function can describe different interactions such as the simple interaction of two helium atoms or the complex interaction of two atoms forming a hydrogen bond.

There are four key contributions to the construction of a forcefield. These are bond stretching, angle
bending, torsional terms and non-bonded interactions. A forcefield usually contains energy penalties if these parameters deviate from the reference values. Some forcefields may contain terms for hydrogen bonds as well as extended terms for non-bonded interactions. A forcefield usually has two main parts, the potential energy ($\gamma(r)$) and the kinetic energy. The potential energy plays the main role in MD. The first derivative of the potential energy is related to the force acting on an atom and thus the movement of the latter. Potential energy is usually monitored closely during MD runs (Leach, 2001).

The potential energy function contains many terms or parameters such as bond potential, bond angles, torsions, cross-terms, non-bonded interactions, dispersion terms, repulsive terms, electrostatic terms and hydrogen bonds. The energy of the system is calculated by the following formula (Equation 3.1, Leach, 2001):

$$E = \frac{1}{2} \sum_{i=1}^{N_m} m_i v_i^2 + \gamma(r)$$

where $\gamma(r)$ represents the potential energy term, $m v$ represents the kinetic energy term.

$$E_{(total)} = E_b + E_\theta + E_\phi + E_\omega + E_{vdW} + E_{el} + E_{hb} + E_{cr} + E_{c\phi}$$

A forcefield like CHARMM (Brooks et al., 1983) uses a more complex total energy function (Equation 3.2) where $E_b$ is the bond potential, $E_\theta$ is the bond angle potential, $E_\phi$ is the dihedral angle torsion potential, $E_\omega$ is the improper torsions, $E_{vdW}$ is the Van der Waals interaction, $E_{el}$ is the electrostatic potential, $E_{hb}$ is the hydrogen bonding, $E_{el}$ is the atom harmonic constraint and $E_{c\phi}$ is the dihedral constraint.

The bond potential is the term which specifies how the energy changes when a bond between two atoms is stretched. The bonds will always deviate from the reference value due to vibrational energy at room temperature. Bond length changes are usually described by using a variation of Hooke’s law (Equation 3.3):

$$v(l) = (k/2)(l - l_0)^2$$

where $l$ is the bond length, $k$ is a constant and $l_0$ is the reference bond length (Leach, 2001; Schlick, 2002). The equilibrium bond length is the length when all the other parameters are set to zero. Thus, this bond represents an idealized state. The bond angle term specifies how the energy changes when the bond angle between three atoms is changed. Bond angle changes can also be described by Equation 3.3 but then $l$ is substituted by $\theta$, the bond angle. Each angle has a force constant associated with it. The force constant for bond angles are smaller than that for bond length since it requires less energy to change bond angles than bond lengths. The torsional terms describe how the energy changes as atoms rotate.
around a bond. Because this only involves rotation around a bond and not actual modifying of bond characteristics these (together with non-bonded terms) are the terms contributing most to structural changes in systems. Torsion in molecules occurs when rotation around a bond causes atoms to undergo sterical clashes (McMurray, 2000).

Torsion potentials (improper torsion angles and potentials) can be used to maintain certain molecular characteristics like planarity in ring systems. A forcefield may do without a torsional term by simply relying on non-bonded interactions. Most forcefields for proteins and complex molecules do have an implicit torsional term. Torsions are usually expressed as a Cosine series expansion incorporating the torsion angle ($\omega$) and a phase factor ($\gamma$) (Equation 3.4).

$$v(\omega) = \sum_{n=0}^{N} V_n / (2[1 + \cos(n\omega - \gamma)])$$  \hspace{1cm} (3.4)

The phase factor describes the situation when a torsion angle goes through a minimum. Thus for ethane there will be three minima as rotation of the carbon-carbon bond results in the attached hydrogens interacting. The torsion angle at a minimum energy will thus be either $60^\circ$, $180^\circ$ or $300^\circ$ when starting with the staggered conformation. Modifying torsion terms on double bonds is almost the same as breaking a bond, thus torsion energies for double bonds will be much higher than normal torsional energies (McMurray, 2000). The non-bonded terms describe the interaction between atom pairs separated by at least three bonds but also atom pairs which are in different molecules. Non-bonded interactions may include hydrogen bonds, Van der Waals interactions and electrostatic interactions. These are usually represented as charges on the atomic nucleus or around the atom. It is very difficult to represent partial charges and there are a few methods to do this although none of them are currently based on experimental measurements of partial charges (Leach, 2001).

Hydrogen bonds may be represented as explicit hydrogen bond terms or as a result of Van der Waals and electrostatic interactions (Brooks et al., 1983). Hydrogen bonds may also be represented by a modified Lennard-Jones potential (Equation 3.5). This function is used to predict the interactions between a hydrogen bond acceptor and a hydrogen atom.

$$v(r) = A/r^{12} - C/r^{10}$$  \hspace{1cm} (3.5)

where $A$ and $C$ are parameters describing the distance at which collisions occur as well as the energy at which the collisions occur (Leach, 2001). Forcefields are primarily used to reproduce structural properties. Forcefields can also be parameterized to reproduce certain properties e.g. it should be possible to use the same set of parameters for all $n$-alkanes. Some parameters can also be transferred between forcefields without influencing the calculations too much. Parameters like bond angles and bond lengths can be readily transferred between forcefields. Most forcefields use the concept of atom types (Schlick, 2002).
Thus the parameters for a sp\(^3\) carbon in a sugar and that for a sp\(^3\) carbon in an alkane or alcohol will differ with respect to bond lengths and energies. This methodology is implemented in the CHARMM and AMBER forcefields, which both e.g. have different parameters for Histidine, depending on where it is protonated (Brookes et al., 1983; Weiner et al., 1984).

In order to save computational time the United Atom Force Field theory (UAFF) was developed. UAFF treats small molecules as single points rather than as molecules. A water molecule would not be represented as a three atom molecule but as a one point “atom”. The same can be done e.g. for an ethylene molecule. UAFF will take the effects of the hydrogens into account when constructing the single “atom”. This can result in a substantial decrease of computational time e.g. for butane there would be 144 terms to calculate with an atom based force field. Applying UAFF results in only 16 terms that need to be calculated. Even molecules such as benzene have been parameterized with UAFF (Toxvaerd, 1990).

In order to use non-standard molecules in forcefields, they need to be parameterized. This is the process of defining the bond lengths, bond angles and energies, dihedral angles as well as improper torsion angles for the molecule. Calculation of torsional energies is usually done via some quantum mechanical calculation. Although parameterization of forcefields for certain molecules can take up a lot of time, it can also be done by estimating the appropriate parameters based on similar molecules or bonds. This can produce reasonable results if the estimation is done using the right atom types.

3.1.4. Energy Minimization

Minimization basically refers to the energy surface being explored as a physical surface with valleys (corresponding to low energies) and peaks (which corresponds to higher energies). Minimization is the process by which we try to relieve the strain on a molecule and arrive at a global energy minimum (or valley) for a certain structure (it is almost impossible to know whether the local minimum is also the global energy minimum). The problem can be stated formally as:

“Given a function \( f \) which depends on one or more independent variables \( x_1, x_2, \ldots, x_i \) find the values of the variables for which \( f \) has a minimum value” (Leach, 2001).

There are two main methods of minimization, namely those which use derivatives and those which do not. In functions that uses derivatives the first derivative of a function will be zero at the minimum and thus indicate the minimum energy given a certain starting point. Most minimization methods cannot go uphill and thus all the methods will find the local minimum closest to the starting conformation.

In non-derivative methods of minimization there are two main methods namely the simplex method and the sequential univariate method (Leach, 2001). The simplex method makes use of a \( M+1 \) sided geometrical figure (where \( M \) is the dimensionality of the energy function), which is moved across the
energy surface. This is better than derivative methods but involves an immense amount of calculations and is thus often impractical. A few steps of simplex method followed by a more efficient method such as steepest descent has been shown to work well (Leach, 2001). The sequential univariate method is usually used for quantum mechanical calculations. It works by taking a coordinate, generating two new structures for that coordinate, calculating the energy and then fitting a parabola on the three points. The lowest point is then determined and the coordinate is changed to this lowest point. This process is repeated until no new lowest point can be found, indicating that the minimum has been reached (Schlick, 2002).

Derivative methods are divided into first order methods (which only use the first derivative) and second order methods (which use both first and second derivatives). Of the first order methods steepest descent (SD) and Conjugate gradient (CG) are the most widely used. With SD the first derivative is calculated as a vector, thus providing a direction for the next calculation step. When the minimum has been crossed the step size is decreased in order to converge on the local energy minimum. With each calculation the coordinates of the previous step are used and each successive step is at a right angle to the previous direction of movement. SD can result in small errors, especially when the minimum lies in a narrow valley and the step size is large enough to step over the valley. Thus the step size needs to be reduced when approaching the minimum.

In CG the gradient at each point is orthogonal but the directions are conjugate. A set of conjugate directions has the property that for a quadratic equation the minimum will be reached in an amount of steps equal to the amount of variables. One of the most widely used CG variations is that of Polak and Ribiere (Schlick, 2002; Leach, 2001).

The most commonly used second derivative method is the Newton-Raphson method, developed by Isaac Newton and later modified by Raphson (Schlick, 2002). The first derivative is used to determine the minimum and the second derivative is used to determine the curvature of the function. Due to Hessian matrix (a n x n symmetric matrix of second derivatives) inversions being applied to calculate the energy surface, it is very computationally intensive and thus is used only for molecules less than 200 atoms in size. Variations have been introduced, which use the same inverted Hessian matrix for several steps but simply recalculates the gradients at each step.

Minimization methods will never reach the exact minimum (because of the step size) but will always get closer and closer, thus the need to be able to tell the procedure when to stop. The most common ways are to stop minimizing when the energy change between two successive steps reach a certain value, or after a certain number of steps. Another way is to stop minimizing when the change in coordinate movement is small enough or when certain RMS (Root-Mean-Square gradient) differences have been satisfied (Leach, 2001; Schlick, 2002).
3.1.5. Computer Simulation Methods

There are various computer simulation methods available to simulate molecular movement but the discussion will be limited to the two methods most used for proteins, namely Monte Carlo simulation and molecular dynamics.

3.1.5.1. Molecular Dynamics Simulations

Molecular Dynamics is the application of Newton’s equation of motion to a set of points or atoms. These equations are solved for certain time intervals to obtain the movement of molecules over a certain time period. By using small time steps (in the femtosecond range) for each calculation, an accurate picture of how molecules move can be acquired. The coordinates of each point are adjusted after each calculation according to the new velocities and directions of movement determined by Newton’s equations. The changes in position for each point can be combined into a trajectory, which describes the movement of each atom. These calculations have led to various insights into molecular movement such as the prediction of the motion of the loop in the TIM-barrel enzyme (Derreumaux et al., 1998) and the subsequent confirmation by NMR (Rozovsky et al., 2001). Derreumaux and co-workers predicted that the loop will close more slowly when there is no substrate present and Rozovsky and co-workers proved that the speed of loop opening is related to ligand availability and type of ligand. This is a good example of where MD can be used to predict properties, which can later be tested in the laboratory (Leach, 2001).

3.1.5.2. Monte Carlo Simulations

Monte Carlo (MC) simulation differs from MD in that it generates configurations randomly based on the previous conformation and then decides which configurations to keep, based on a set of criteria. Single atoms or even a few atoms may be moved at a time and the potential energy calculated. If the potential energy is lower than the previous state then the conformation is accepted. If the energy is higher than the previous state then the Boltzmann factor of the energy difference is calculated. If the Boltzmann factor is higher than a randomly generated number between 0 and 1, the conformation is kept else the original conformation is kept for the next round. This allows for a molecule to go uphill on the energy surface.

The difference between MD and MC is that MD can calculate time-dependant properties of a system whereas in MC the states cannot be linked through time. In MC the total energy is calculated with only the potential energy function whereas MD has a kinetic energy function as well (Schlick, 2002).

3.1.5.3. Periodic Boundaries

In order for molecules not to fly off into space during a simulation, certain boundaries need to be imposed on the system. There are two types of boundaries: periodic boundaries and non-periodic boundaries.
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Periodic boundaries are used when molecules are investigated in solution, e.g. a solvated protein. A periodic boundary can be seen as an appropriately sized box (often a cube, rhombic dodecahedron or sphere), which is filled with solvent and solute. This box is then replicated in all three dimensions meaning that as soon as a solvent molecule leaves the current box another perfect copy of the molecule enters the box from the other side, thus always maintaining the same number of molecules in the box (Friedman, 1975). This is used to minimise the effect of boundary conditions on solvent interaction. When studying the adsorption of liquids onto surfaces, periodic boundary conditions can only be used on molecules which move parallel to the surface. Any molecule that strays out of the top of the box will just be deflected back in. Periodic boundary conditions can be used with most shapes of boxes but a shape approximating a sphere will involve the least amount of calculations to be done (Leach, 2001).

Non-periodic boundary conditions are sometimes used in situations where a natural boundary such as in a water droplet occurs. It is also possible to only solvate a small part of the protein such as the active site although this may lead to errors when studying movement of molecules. When solvating only a part of the molecule, such as an active site, then a reservoir must also be set up in order to account for the effects of solvent molecules moving in and out of the central solvated zone. When only solvating a part of a molecule, errors may arise due to unnatural movement occurring when part of the complex is in solvent and another part of the complex is in a vacuum (Schlick, 2002).

3.1.5.4. Long-range Forces

When simulating the movement of molecules we cannot just consider the interactions between molecules, which are next to one another. We must also consider long-range interactions between e.g. residues in a protein. Usually some kind of cutoff is introduced where long-range interactions are considered zero after a certain distance. A group-based cutoff is used by assigning certain atoms in a molecule to groups. This has the effect that all interacting energies can be calculated on a group-group interaction basis thus using less time to calculate. In theory it is best to use no cutoff but this becomes too computationally expensive to use in practice. There are two kinds of group-based cutoffs: switched and shifted.

The shifted function modifies the Lennard-Jones potential until the cutoff point and then the interaction energies suddenly drop to zero. This will cause instabilities in the simulation and the potential will deviate from the “true” potential. Shifted functions work well with homogenous systems composed of one atom type, however this is disastrous when used in heterogenous systems (Schlick, 2002).

Switched functions use a continuously-adjusting modification of the Lennard-Jones potential to calculate the interaction energies. The best version of the switch function is where it follows the Lennard-Jones potential until the cutoff and then changes to zero over a short distance. Thus the difference between the energies at the cutoff point is not as great as for the shifted function. Long-range forces can interact over very long distances and trying to compute this in a suitable solvent box is impractical. A few methods
have been developed to deal with long-range interactions without having to model all of the molecules involved. The Ewald summation method was developed to handle this problem. The Ewald summation method has been mostly used for highly polar solutions or solid-solid interactions but also increasingly for protein and DNA simulations (Ewald, 1921). The method uses Fast Fourier Transforms to calculate the electrostatic energy involved with the interactions. Instead of using discrete points for the charges, a Gaussian distribution is used to approximate the charges. Using Fast Fourier Transforms with a Gaussian distribution of charges, an accurate representation of the long-range Coulomb interactions can be obtained. The Ewald summation method is best used with periodic systems like crystals (whether protein or inorganic).

In the next section the application of these methods to the P. falciparum PPPK and DHPS homology models will be discussed.

3.2. Methods

Molecular dynamics requires a rigorous setup of the parameters involved in the simulation. General protein parameters have been defined but parameters for novel ligands/modified residues must be generated by the user. The aim of the molecular dynamics simulation of PfDHPS is to investigate four main factors: the orientation and movement of substrates in the active site, the movement of loops during a set time period, effects of resistance-causing mutations on substrate binding and the effect of the resistance-causing mutations on sulfadoxine binding. The movement of the substrate is important in determining the stability of the substrate, and hence the catalyzed reaction, in the active site. An integrated overview of DHPS and PPPK movement as well as mutation effects, can be gained by applying MD to the models.

3.2.1. P. falciparum DHPS Ligand Parameterization

The optimal way to parameterize ligands for a molecular dynamics simulation is to isolate the ligand and do infrared spectroscopy, NMR or X-ray studies to determine bond lengths and energies. This was unfortunately not feasible for this study as the main aim was not to parameterize the ligands. One computational approach is to use \textit{ab initio} QM methods to parameterize the ligands. This method, however, is very time consuming. Another approach is to choose closely-related atom types, bond lengths and energies from the CHARMM parameter files and adjust them to suit the ligand (personal communication, Prof. L. Nilsson, CHARMM developer, Karolinska Institute, Sweden). In this case the major adjustments needed were in dihedral angle energies to force the rings in the ligands to stay planar.
Figure 3.2: The structures of p-aminobenzoic acid (top), DHP (middle) and sulfadoxine (bottom). The three ligands were parameterized using closely related atom types and bonds from the the CHARMM parameter files. The dihedral angle energies were then adjusted to keep the appropriate bonds planar. Only the atoms involved in dihedral angle parameterization are numbered.

For the DHPS analysis three ligands required parameterization: p-aminobenzoic acid, DHP and sulfadoxine (Figure 3.2).

Several minimization interactions and parameter adjustments were needed to obtain the correct parameters for the ligands. Only the dihedral and improper torsion angles were modified during the parameterization process. The bond energy and bond lengths were kept at the default CHARMM values (MacKerell et al., 1998). The numbers referred to at each ligand are the angles as indicated in Figure 3.2:

p-Aminobenzoic acid parameterization:

- Set the following dihedral angles at 0°: N-1-2-H; N-1-6-H; HOOC-4-3-H; HOOC-4-5-H.
- Set the following dihedral angles at 180°: N-1-2-3; N-1-2-5; HOOC-4-5-6; HOOC-4-3-2.
- Set the following improper torsion angles at 0°: H-C-C-H; N-C-C-H; C-C-C-H.

DHP parameterization:

- Set the following dihedral angles to 180°: H-2-3-O; H-2-1-6; 1-6-5-10.
- Set the following improper angles to 180°: O-3-2-1; 10-9-8-11; H-9-8-7; 9-10-5-6.
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- Set the following improper angles to 0°: 4-5-6-1; 2-3-4-5; 7-8-9-10; 2-7-10-6; 5-10-9-H; 7-10-5-6; 4-5-6-1; 6-5-10-9.

Sulfadoxine parameterization (the p-aminobenzoic acid parameters were used for the analogous part of sulfadoxine):

- Set the following dihedral angles to 180°: N-1-6-5; N-1-2-3.
- Set the following dihedral angles to 0°: N-1-6-7; 2-3-4-5; 7-6-5-8.
- Set the following improper torsion angles to 0°: 1-6-5-7; 4-5-6-8; N-1-2-6.

The ligands were originally built in InsightII (Section 2.2.2.1 and 2.2.2.3) and docked into PfDHPS (Section 2.2.2.2 and 2.2.2.4). The ligands were subsequently parameterized for use in CHARMM during molecular dynamics.

3.2.2. Molecular Dynamics on *P. falciparum* DHPS

To compare the different states of PfDHPS (with substrate, without substrate, with different combinations of resistance-causing mutations) the starting state is needed. During the study of the dynamics of PfDHPS the same starting coordinates were used for all the different investigations. The protein and each of the respective ligands were merged using CHARMM to form one structure. The protein-ligand complex was then minimized for 500 steps using the Steepest Descent method. The Van Der Waals interactions were accounted for by using the vshift function of CHARMM. vshift is a CHARMM method to account for long range forces. The non-bonded interactions used a cutoff of 12 Å and were set to zero at 14 Å. The protein-ligand complex was then solvated using the TIP3 water model and the CHARMM script supplied by Prof. L. Nilsson (personal communication, available at http://www.charmm.org). The script uses a box of 216 water molecules to fill the space specified around the protein. For PfDHPS it was decided to make a sphere of water (radius of 38 Å) around the protein (protein diameter roughly 66 Å). The protein-ligand complex was fixed and the water molecules subjected to minimization (50 steps SD followed by 50 steps ABNR minimization, Brooks *et al.*, 1983) to remove energy clashes between water molecules. Following water minimization the solvated protein-ligand complex was then minimized again (50 steps SD followed by 50 steps adopted basis Newton-Raphson (ABNR) minimization) to remove energy clashes between water molecules and the protein complex. The water molecules were contained in the 38 Å radius sphere using a quartic sphere potential from the MMFP function in CHARMM. This
supplies a repulsive potential at 38Å to prevent the water molecules from moving off into space. The water molecules were restrained with a force of 10.0 kcal/mol. The molecular dynamics simulation was then started for differing lengths of time, depending on the characteristic under investigation. Each time-step was 0.001 ps long and the coordinates of the solvated protein-ligand complex were written out every 100 steps. To account for temperature the simulation was started at 0 K and increased in 10 K increments every 100 steps until 310 K was reached. The temperature was checked at each step to ensure that it did not increase too fast. Any unscheduled increase in temperature was normalized according to a Gaussian distribution at the current temperature.

3.2.2.1. Investigating Substrate Orientation and Movement

The solvated PfDHPS complex was used to investigate the orientation and movement of the substrate in the active site of PfDHPS. The movement of the substrate is important in determining the stability of the substrate, and hence the catalyzed reaction, in the active site. If the substrate does not remain in the active site it is not an optimal fit for the substrate. This simulation also serves as an indication of the correctness of the active site. The complex was subjected to a dynamics simulation for 100 000 steps (100 ps). For this investigation PfDHPS and the natural substrates (p-aminobenzoic acid, DHP and Mg$^{2+}$) were used. DHP and Mg$^{2+}$ were started in the modelled position and p-aminobenzoic acid in the position indicated by the B. anthracis crystal structure.

3.2.2.2. Investigating Loop Movement

The model previously indicated that PfDHPS belongs to the TIM barrel family. Molecular dynamics (Deremaux et al., 1998) studies of this enzyme have suggested that some loops move during catalysis and this has been proven using NMR and X-ray crystallography (Rozovsky et al., 2001). Rozovsky and co-workers also speculated that the loop motion might be the reason why this enzyme is usually a rate-limiting step (at least partially) in some pathways. For this study the solvated and non-solvated PfDHPS complexes with the natural substrates in the active site were used. The simulation was run for 1 000 000 steps (1 ns) for each of the complexes on 6 nodes of a 64 CPU Linux cluster (each node: 2.4 GHz Pentium 4, 512MB RAM with Gigabit Ethernet, running SuSE Linux 9.1 and CHARMM 29b1).

3.2.2.3. Investigating Mutation Effects on Substrate Binding

Resistance to sulfa-drugs in PfDHPS is due to mutations in the enzyme. To investigate the effects of the different mutations, the solvated PfDHPS complex with the natural substrates in the active site was used. Only the A437G mutation was studied for its possible effect on natural substrate binding as all of the known resistance-causing mutations have no major effect on natural substrate binding (Triglia et al., 1997). The simulation was run for 100 000 steps (100 ps).
3.2.2.4. Investigating Mutation Effects on Sulfadoxine Binding

As the mutations in PfDHPS only have an effect on sulfa-drug binding, the effect of the following resistance-causing mutations on sulfadoxine binding were investigated:

- S436F
- A437G
- K540E
- A581G
- A613T

Each simulation was run with the solvated PfDHPS complex containing Mg$^{2+}$, DHP and sulfadoxine in the active site. The effect of the mutations was compared to a simulation of sulfadoxine binding to wild-type, sulfadoxine-sensitive PfDHPS. Each simulation was run for 100 000 steps (100 ps).

3.2.3. Molecular Dynamics on *P. falciparum* PPPK

In order to assess the stability of PfPPPK and the substrate orientation and movement in the active site, the same simulation protocol as that for PfDHPS was used (section 3.2.2). A simulation time of 1ns (1 000 000 steps) was used for this study.

![Figure 3.3](image.png)

*Figure 3.3:* The substrate of PfPPPK, 6-hydroxymethyl-7,8-dihydropterin. The OH group is replaced by a pyrophosphate group from the ATP to form DHP (Błaszczyk et al., 2000).

No additional parameterization of the PPPK substrate (Figure 3.3) was needed as CHARMM already contained parameters for ATP and the parameters for DHP were transferred to the substrate, 6-hydroxymethyl-7,8-dihydropterin. The parameters for the hydroxyl group on the substrate were added from the CHARMM parameter files.

3.3. Molecular Dynamics Results

Molecular dynamics is an attempt at simulating the natural world and thus cannot be taken as fact. Although it is theoretical we can still predict certain properties with great confidence and therein lies the power of molecular dynamics. In the next two sections the results of the molecular dynamics simulations of PfDHPS and PfPPPK are highlighted.
3.3.1. Substrate orientation and movement in *P. falciparum* DHPS

One of the aims of the molecular dynamics simulations was to test the stability of the protein model in a simulated water environment. All of the simulations showed that the PfDHPS model was stable in water. During the first few steps (10-20) of the simulation a relaxation of the protein structure could be seen. This is due to the difference in parameters used for model building and dynamic simulations. In a protein crystal structure a highly packed conformation implies that residue-residue interaction distances are closer than in the native, solvated state. These shorter interaction distances are transferred directly to the model during the process of homology modelling. As minimization only tries to resolve local energy clashes, it does not correct for the shorter interaction distances. The relaxation of the protein at the beginning of the simulation eliminates the effect of the crystal packing on the interaction distances.

After the first few steps the PfDHPS structure stayed stable for up to 1 ns (longest length of simulation) in water. The active site also maintained its conformation with the Mg$^{2+}$ ion interacting stably with the protein. The stable interaction of the Mg$^{2+}$ ion also provided a stable interaction for DHP. The DHP-Mg$^{2+}$ interaction remained stable throughout all of the simulations conducted.

*p*-Aminobenzoic acid appeared to be mobile in the active site during the simulations. The simulations showed that *p*-aminobenzoic acid maintains an interaction with DHP for a few tens of picoseconds but after that the effect of the water breaks the interactions between *p*-aminobenzoic acid and DHP. This is partially due to the high solvent accessibility of the *p*-aminobenzoic acid. DHP shows very little movement during the simulation with most of the movement resulting from the different active site conformations sampled during the simulation. The interactions between DHP and the active site residues remain stable during the simulations, thus supporting the accuracy of the active site of the model. The Mg$^{2+}$ remains stably anchored between DHP and the protein. The Mg$^{2+}$ ion is mainly anchored by Asn 396 (absolutely conserved in all species, same as in *M. tuberculosis*, *B. anthracis*; in *S. aureus* the conserved Asn anchors a Mn$^{2+}$ ion) and Asn 296 helps with coordination of the Mg$^{2+}$ in the PfDHPS model. The interaction between Mg$^{2+}$ and DHP is mediated through the anchoring of the DHP pyrophosphate group by Mg$^{2+}$. The pyrophosphate groups interact with water molecules, which stabilise the negative charges on the phosphates as well as interacting with the charged residues in the active site through water-mediated bonds (Baca et al., 2000).

From the *B. anthracis* crystal structure it was seen that *p*-aminobenzoic acid associates with the hydrophobic side chain of Pf Lys 609 (Babaoglu et al., 2004). This was the first evidence for the location of *p*-aminobenzoic acid in the active site of DHPS.

3.3.2. Loop Movement in *P. falciparum* DHPS

To investigate the loop movement unsolvated and solvated complexes were chosen as well as solvated substrate-containing and non-substrate containing complexes. In the unsolvated complex the charges on
the protein are not screened by solvent and thus exaggerated and accelerated loop movements were seen. The unsolvated simulation showed that most of the loops at the opening of the barrel move closer to one another, eventually closing off the active site. The combined movement of the loops at the opening of the barrel screens the active site, and thus catalysis, from the interaction of the solvent. The solvated model indicated that loop movement does occur but on a smaller scale. This can be attributed to less interaction between the loops and more interaction between the loops and solvent. The unsolvated simulation suggested that the active site can be completely closed off from solvent and that the natural substrates stay in close enough proximity (less than 4 Å) to ensure catalysis. The solvated simulation showed that only partial closing-off of the active site occurs as there is some interaction between the solvent and some of the charged residues at the opening of the active site.

Loop 2 in *B. anthracis* has a bent conformation and this ensures that Arg 68 (Pf Ala 437) sticks into the TIM barrel and undergoes π–π-stacking interactions with Arg 254 (Pf Arg 686), which lies in a highly conserved region of DHPS. This π–π-stacking interaction between Arg residues is missing in *P. falciparum*. Loop 2 also has other stabilizing interactions between Lys 104 and Val 74 (Pf Asn 485, Lys 445), as well as between Arg 68 and Asp 101 (Pf Ala 437, Asp 482, interaction missing in *P. falciparum*) and a water bridge between the backbone amide of Gly 70 and Asn 27 (Pf Phe 439, Asn 396). The water bridge seen in *B. anthracis* between Phe 439 and Asn 396 seems to missing in *P. falciparum* as the two residues are too far apart (Figure 3.4).

From the crystal structures of *B. anthracis* (1TWS, 1TWW, 1TWZ, 1TX0 and 1TX2) it was seen that loops 3-8 have the same conformation in all the structures. The structures of *M. tuberculosis*, *S. aureus* and *E. coli* show that the orientation of loops 3-5 and 8 is not conserved and varies in length between species. Loop 5 shows movement during simulations (Figure 3.5) and this may be significant as loop 5 in *P. falciparum* contains Lys 540, which when mutated to Glu, causes resistance to sulfadoxine. Loop 6 forms part of the pterin-binding pocket and is highly conserved. The first few residues in loop 7 are highly conserved as they are close to the active site but the rest of the residues in loop 7 vary between species. The simulation showed that loop 7 is relatively flexible (Figure 3.6) and this flexibility, as well as the low sequence conservation, indicates that this loop might not play an important role (although helix 7 is involved in protein-protein interaction) (Baca *et al.*, 2000; Babaoglu *et al.*, 2004).

### 3.3.3. Ala 437 Gly Mutation Effects on Substrate Binding in *P. falciparum* DHPS

The protocol specified in section 3.2.2.3 was used to investigate the effects of the A437G resistance-causing mutation on natural substrate binding. The simulations showed that the mutation does not have any significant effect on the binding of the substrates, although *p*-aminobenzoic acid did show some extra movement in some of the mutations but this was not deemed to be significant.
Figure 3.4: Refer to Figure 3.9 for location of various loops. Top: The movement of loop 1 in the PFDHPS model. Bottom: The movement of loop 2 during the simulation. Loop 2 anchors Mg$^{2+}$ and although there is not much movement of the loop during the simulation, the helices move substantially while still maintaining the structured loop orientation. Loop 2 moves more in comparison to the limited movement of loop 1. Loop 2 contains Ala 437 and Ser 436 which, when mutated, cause resistance. The β-sheets in the figures are located on the inside of the TIM-barrel and the α-helices on the outside. Generated with PYMOL (DeLano, 2002).
Figure 3.5: The range of movement of loop 5. Note the stability of the secondary structural elements. Generated with PYMOL (DeLano, 2002).

Figure 3.6: The range of movement of loop 7. Although loop 7 undergoes large conformational changes, these changes do not seem to be significant as loop 7 does not contain conserved residues nor does it interact with the substrate. Generated with PYMOL (DeLano, 2002).
3.3.4. Mutation Effects on Sulfadoxine Binding in *P. falciparum* DHPS

Resistance to sulfadoxine in PfDHPS is caused by mutations in the enzyme (Triglia *et al.*, 1997). The model indicated that most of the mutations are located near the active site but not in the active site directly (on loops 2 and 5). It was thus obvious that these mutations somehow affect the effectiveness of sulfadoxine and that simulations of the different mutants might provide a clue to the mechanism behind resistance. The first simulation was done on the wild-type solvated complex with sulfadoxine. From the model it could be seen that the methoxy groups of sulfadoxine project into a relatively hydrophobic area containing, amongst others, residues 540 and 581. In the wild-type, sulfadoxine showed hydrophobic interaction with the protonated Lys 540 sidechain through the methoxy groups on sulfadoxine. In the K540E mutation simulation, the interaction with sulfadoxine is broken and the methoxy groups move towards the more hydrophobic residues. Glu 540 also associates more with the solvent, as well as forcing the loop to open up more than in the wild type and the other mutants (Figure 3.7). In the wild-type model, sulfadoxine shows hydrophobic interactions with Ala 581. The A581G simulation showed that the methoxy groups move away from residue 581 due to a decrease in hydrophobic interaction. In the S436F mutation the possible polar interaction between Ser 436 and sulfadoxine is lost. The Phe substitution also results in steric hindrance which may prevent sulfadoxine from binding. The current model could not explain the A613S/T mutation.
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Figure 3.7: The effect of the K540E mutation on sulfadoxine binding. In the wild-type (light blue) the methoxy groups on sulfadoxine show interaction with the sidechain of Lys 540. Although the side chain is protonated there is no interaction between it and the sulfone group on sulfadoxine. When the K540E (green) mutation occurs, the methoxy groups rotate to point away (not shown) and the distance between residue 540 and sulfadoxine doubles. This may be due to the increased interaction of Glu 540 with the solvent, which may also explain why the loop opens up more than in the wild-type. Generated with PYMOL (DeLano, 2002).
3.3.5. Molecular Dynamics of *P. falciparum* PPPK

Figure 3.8: The movement of the different loops and the Mg\(^{2+}\) ions in the PIPPPK model. The starting position of the protein is indicated in green with red showing the position after the simulation. A: the movement of loop 1. Note the deformation of α-helix 1. B: The movement of loop 2. Once again a secondary structural element undergoes deformation with the end of the β-sheet deforming. C: The movement of loop 3 during the simulation. This figure shows the large conformational change of α-helix 2 during the simulation. D: The movement of the Mg\(^{2+}\) ions during the simulation. The substrates stayed in place during the most of the simulation indicating that the interacting residues maintained their conformations. The purple spheres represent the starting position of the ions and the red spheres the end position. Generated with PYMOL (DeLano, 2002).

In *P. falciparum* PPPK forms a bifunctional enzyme with DHPS. This implies that PPPK and DHPS may interact with one another as shown for DHFR-TS (*Yuvaliyama et al.*, 2003) and AdoMetDC/ODC (Birkholtz *et al.*, 2004). The results of the molecular dynamics simulation of the PIPPPK model suggested that the model seems to rely on stabilization from DHPS in the bifunctional form. During the simulation some of the secondary structural elements became disordered (two β-sheets became disordered and one α-helix lost its conformation) and the enzyme undergoes an increase in its apparent size. β-sheets 2 and 4 seemed to lose their conformation as well as α-helix 3. Helix 2 seemed to undergo a ≈80° change in orientation which resulted in loop 3 showing some large movements (Figure 3.8). Despite this apparent instability of PIPPPK some loop movement could still be observed. Loop 3 associates with ATP and protects it from solvent attack but during the simulation loop 3 moved ≈11 Å away and exposed ATP to
the solvent. During the simulation ATP stayed anchored in place by the Mg$^{2+}$ ions but the substrate analogue moved ≈4.5 Å closer to ATP. The second Mg$^{2+}$ ion moved 4.17 Å when the substrate analogue moved closer. Loop 2 moved ≈6 Å and loop 1 moved ≈10 Å from the starting position. The movement of the loops indicate that PPPK has extensive loop movement during catalysis as shown by Blaszczyk \textit{et al.} (2000) and Yan \textit{et al.} (2001).
3.4. Discussion

3.4.1. *P. falciparum* DHPS

3.4.1.1. DHPS Loop Movement

Derremaux *et al.* (1998) showed that TIM-barrel proteins have loops that move and close off the active site. As PfDHPS is a TIM-barrel protein it was decided to investigate the movement of the loops. The two main reasons for observing less loop movement in the solvated PfDHPS complex than the unsolvated complex are that the charges on the residues are screened by water, and that the substrates help to stabilize the loops and thus minimize loop movement. Another contributing factor may be that loop 1 and 2 are not in their proper conformation for movement. Loop 2 is missing from the crystal structure templates (the modelled structure of PfDHPS can be seen in Figure 3.9). Loop 1 and 2 should not be confused with insertion 1 and 2, as these were left out of the modelling process.

![Diagram of DHPS structure](image)

Figure 3.9: The modelled structure of *P. falciparum* DHPS. Insert 2 is situated just after helix 7'.
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Figure 3.9: The modelled structure of *P. falciparum* DHPS. Insert 2 is situated just after helix 7'.
Baca et al. (2000) mentions four loops involved in catalytic function in *M. tuberculosis*. They failed to resolve loop 2 in the X-ray structure, leading to the conclusion that it is very mobile. The same loop is not visible in the *S. aureus* structure either (implying they are very mobile) and this supports the claim that the loops at the opening of the barrel are involved in active site closure. The *B. anthracis* crystal structure is also missing loop 2 as in *S. aureus* and *M. tuberculosis*. The loops also undergo interaction between them which helps to stabilize the closed conformation of the enzyme.

Some of the loops are also stabilized through interactions with certain residues. White et al. (2004) speculated that the loops are anchored in the following ways: Loop 1 (highly conserved) has a salt bridge with Arg 82, Glu 41 and Glu 65 (Pf Leu 451, Glu 410, Glu 434) as well as hydrogen-bond interactions between the side chains of Asp 31, Ser 34 and Ser 38 (Pf Asp 400, Ser 403, Ile 407). In *M. tuberculosis* loop 1 has an ordered structure (Figure 3.4) and Baca et al. (2000) proposed that Asp 21 (Pf Asp 45, Ba 35) is in contact with the substrate. There is a large difference in the orientations of loop 1 in *B. anthracis* and *M. tuberculosis*. In *M. tuberculosis*, loop 1 serves to anchor the Mg$^{2+}$.

In *B. anthracis* it is too far away but may serve in identifying loop stabilizing residues or it may be a crystallization artifact. This may be due to the fact that *B. anthracis* DHPS was not crystallized with a Mg$^{2+}$ in place.

Loop 2 in *M. tuberculosis* could not be resolved but the structures of *S. aureus* and *E. coli* showed the loop. In *E. coli* and *S. aureus* loop 2 has roughly the same orientation. The *B. anthracis* structure also revealed two water molecules which serve as bridges between Arg 68 and the side chains of Asn 120 and Asp 184 (Pf Asn 502, Asp 575), both residues which lie once again, in highly conserved regions. Loop 2 also forms a salt bridge between Arg 82 and Ghu 65 (Pf Leu 451, Ghu 434). In *P. falciparum* it seems that this salt bridge is absent. In the structures of *E. coli* and *S. aureus* it has been reported that loop 5 undergoes interaction with loop 2 (*E. coli* has extensive interactions between loop 2 and 5; *S. aureus* has a weak interaction between loop 2 and 5). This is in contrast with *M. tuberculosis* and *B. anthracis* where loop 2 and 5 show minimal interaction.

Some of the residues in the loops (residues 401-406 in the alignment in Figure 2.4) are highly conserved, thus indicating that they play an important function in the mechanism of DHPS. In the loop of *M. tuberculosis* Arg 54 (Pf Ala 437) is conserved as well as in *E. coli*, *S. aureus* and *M. tuberculosis* DHPS. Baca et al. (2000) suggested that this arginine is involved in binding the substrate through the reaction pathway. In all the *Plasmodium* species this arginine is replaced by Ala 437. This alanine is the residue which, when mutated to glycine, causes sulfa-drug resistance in *Plasmodium* species. Baca et al. (2000) speculated that some of the loops (loops 2, 5, 6 and 7) are involved in forming some kind of a channel in which *p*-aminobenzoic acid binds. In the *M. leprae* there is dapsone resistance and these resistance-causing mutations are located in this channel (Baca et al., 2000). They also speculated that the resistance causing-mutations may prevent dapsone from binding or blocking the channel.

The simulations showed that Pf Ala 437, which is situated at the beginning of loop 2, undergoes
some movement and may assist the substrate (p-aminobenzoic acid) with the entry process through hydrophobic interactions. Sulfadoxine may not completely enter the channel and thus needs hydrophobic interaction with Ala 437 to remain in the channel. A mutation would cause the loss of this interaction. The function of the Arg 54 in *M. tuberculosis* may have been taken over by Ala 437 in a reduced capacity (due to the lack of a positive charge on Ala 437).

### 3.4.1.2. Effects of Water

Baca *et al.* (2000) and Hampele *et al.* (1997) both mention the effect of water in DHPS. Hampele *et al.* (1997) observed that five water molecules occupy the *S. aureus* active site in the unbound state. Four of the water molecules are displaced when the substrate binds. *S. aureus* contains two water molecules in the active site, one which interacts with the Mn$^{2+}$ ion and one which mediates interaction between Asp 167 (MtB Asp 177, Ec Asp 185, Pf Asp 216, Ba Asp 184) and the pterin moiety. The Asp-water-pterin interaction is preserved in *M. tuberculosis* and *B. anthracis* DHPS. The pyrophosphate groups in the *M. tuberculosis* structure show extensive interactions with four water molecules. The *B. anthracis* structure shows at least one interaction between the pyrophosphate group and a water molecule. In the fully solvated *P. falciparum* model the pyrophosphate group shows polar interactions with at least nine water molecules. The Mg$^{2+}$ ion also lacks an interaction to complete its coordination state but this role may be fulfilled by a water molecule located nearby (as in the *S. aureus* structure, not shown). The presence of conserved water molecules in the active site lends support for implementing protein solvation during molecular dynamics simulations. It also highlights the important function of water in the active site cavity and the necessity to account for water during modelling and *in silico* structural investigations.

### 3.4.1.3. Explaining Sulfadrug Resistance in *P. falciparum* DHPS

Korsinczky *et al.* (2004) presented a *P. falciparum* and a *P. vivax* DHPS model but without any insertions or substrates. As sulfadoxine might inhibit DHPS without any substrate present, their model might be useful in analyzing the sulfadoxine-DHPS interaction in a substrate-free environment. The model presented in this study focuses more on the resistance-causing mechanism as related to the DHPS-DHP-sulfadoxine complex. In the model of Korsinczky *et al.* (2004) they predict that Ala 437 is involved in direct hydrophobic contact with sulfadoxine but not p-aminobenzoic acid. Although the simulations presented here showed partial movement of loop 2 (the loop on which Ala 437 is located), the loop may move even closer over the active site and thus Ala 437 may move even closer to sulfadoxine.

The A437G mutation may result in loop 2 (now containing Gly 437) becoming more flexible as Gly allows free rotation around the carbon-carbon bond. This increase in flexibility may decrease the interaction of loop 2 (Gly 437) with sulfadoxine and hence a loss of interaction occurs. In the K540E mutation the interaction between the sidechain of residue 540 and the methoxy groups of sulfadoxine...
is lost. This results in the hydrophobic cavity being increasingly exposed to solvent and sulfadoxine losing hydrophobic associations with DHPS through residue 540. This is coupled with a charge reversal although the more important change is in the difference in sidechain length between Lys and Glu. The A581G mutation causes a possible loss of hydrophobic interaction between Gly 581 and sulfadoxine (not shown). The S436A mutation may result in the possible loss of a polar interaction between residue 436 and sulfadoxine while the S436F mutation results in sterical clashes as Phe 436 protrudes into the active site (not shown).

From the simulations it seems that although sulfadoxine still binds in the active site, most, if not all of the mutations and mutation combinations, result in a loss of stabilizing interactions between sulfadoxine and DHPS. This would result in sulfadoxine binding less tightly in the active site and thus decreasing the effectiveness of the drug.

3.4.2. *P. falciparum* PPPK

The simulations of the PfPPPK model indicated that the model without the parasite-specific inserts tended to be unstable as the enzyme seemed to “fall apart” after a few tens of picoseconds. This may reveal a stabilizing effect that inserts have on the enzyme as well as a dependency between the enzymes in the bifunctional complex. The simulations also confirmed the large loop movement involved in catalysis in PPPK (Yan et al., 2001). Blaszczzyk et al. (2000) indicated that the following residues are involved in loop stabilization in *B. anthracis* DHPS: Asn 10 (Pf Asn 25), Gln 50 (Pf Leu 65), Arg 84 (Pf Asn 195), Arg 88 (Pf Glu 201), Trp 89 (Pf Lys 201), Arg 92 (Pf Arg 205) and Tyr 116 (Pf His 324). The differences in loop-anchoring residues between *P. falciparum* and *E. coli* PPPK may have caused the loop interactions to become less stable, and thus the parasite-specific inserts may help to stabilize these loops to ensure proper functioning of the enzyme.

Blaszczzyk et al. (2000) also refer to several roles for water molecules in the PPPK enzyme. Water molecules may act as a general base to deprotonate the hydroxyl group on HP as well as mediate interactions between PPPK and ATP. Another interesting fact noted by Blaszczzyk et al. (2000) is the occurrence of several isozymes of PPPK. They attributed this to non-conserved substrate-interacting residues in the PPPK active site. Table 3.1 shows the residues which differ between species.

From Table 3.1 it is evident that the PPPK enzymes of *P. chabaudi, P. yoelli yoelli* and *P. berghei* use the same residues to interact with the substrate (supporting the hypothesis that they might be closely related; Kedziersky et al., 2002) while *P. vivax* seems to use at least three different residues to interact with the substrate. This may indicate that *P. vivax* contains a different isozyme than *P. chabaudi, P. yoelli yoelli* and *P. berghei*. *P. falciparum* contains a different isozyme as it shares a Glu at position 313 with *P. vivax* but not with the other three Plasmodia. As well as revealing new substrate-interacting residues, this evidence may indicate the existence of different PPPK isozymes in the Plasmodial family.
Table 3.1: The non-conserved substrate-binding residues in PPPK. Blaszczyk et al. (2000) attributed the occurrence of PPPK isozymes to active site residue differences between species. Bold typeface indicates inter-plasmodial differences. The one-letter abbreviations of the amino acids are used e.g. 5T means 5 instances of threonine occurring in other species. Adapted from Blaszczyk et al. (2000).

<table>
<thead>
<tr>
<th>Residue in E.coli PPPK</th>
<th>Variation in other species</th>
<th>PfPPPK</th>
<th>Pv</th>
<th>Pb</th>
<th>Py</th>
<th>Pc</th>
</tr>
</thead>
<tbody>
<tr>
<td>T42</td>
<td>5T, 3S, 1K, 1N, 1A</td>
<td>T57</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>P43</td>
<td>4P, 2E, 2D, 1K, 1R, 1A</td>
<td>V58</td>
<td>V</td>
<td>V</td>
<td>V</td>
<td>V</td>
</tr>
<tr>
<td>L45</td>
<td>2L, 3W, 2F, 1M, 1V, 1Y, 1A</td>
<td>E60</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>Y53</td>
<td>3Y, 8F</td>
<td>F161</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>Q74</td>
<td>5Q, 3L, 2K, 1F</td>
<td>K185</td>
<td>K</td>
<td>K</td>
<td>K</td>
<td>K</td>
</tr>
<tr>
<td>R84</td>
<td>8R, 2K, 1D</td>
<td>N195</td>
<td>E</td>
<td>N</td>
<td>N</td>
<td>N</td>
</tr>
<tr>
<td>R88</td>
<td>6R, 3K, 1H, 1 deletion</td>
<td>E200</td>
<td>E</td>
<td>E</td>
<td>E</td>
<td>E</td>
</tr>
<tr>
<td>W89</td>
<td>7W, 1Y, 1D, 2 deletions</td>
<td>K201</td>
<td>K</td>
<td>K</td>
<td>K</td>
<td>K</td>
</tr>
<tr>
<td>I98</td>
<td>9I, 1V, 1L</td>
<td>L211</td>
<td>I</td>
<td>I</td>
<td>I</td>
<td>I</td>
</tr>
<tr>
<td>R110</td>
<td>4R, 3D, 1Q, 1S, 1N, 1H</td>
<td>E313</td>
<td>E</td>
<td>K</td>
<td>K</td>
<td>K</td>
</tr>
<tr>
<td>T112</td>
<td>5T, 3L, 1V, 1A, 1N, 1H</td>
<td>L315</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Y116</td>
<td>2Y, 7P, 1R, 1E</td>
<td>H319</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>H</td>
</tr>
<tr>
<td>F123</td>
<td>10F, 1S</td>
<td>Y326</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
</tbody>
</table>

3.5. Conclusion

The results obtained for *P. falciparum* PPPK and DHPS highlight the importance of taking loop motion into consideration when studying proteins. In the case of PfDHPS the resistance-causing mutations mostly resided on the loops (loops 2 and 5) and thus their motion had to be studied as well. The investigation of a static model (Chapter 2) would have had difficulty in showing the dynamic range of interactions between PfDHPS, sulfadoxine and DHP. A static model would also have had difficulty in explaining how PfDHPS adapts to the mutations and the effects that the mutations have on the enzyme. The dynamic model revealed the increase in movement of loop 5 with the K540E mutation, as well as the loss of interaction between Glu 540 and sulfadoxine. The dynamic model also revealed how the other mutations affect the binding and stability of sulfadoxine in the active site. The previous two chapters revealed that the mechanism behind sulfadoxine resistance in PfDHPS is due to various factors such as a decrease in interaction between sulfadoxine and DHPS as well as an increase in the motion of the loops.

The simulations of PfPPPK movement highlighted the potential structural importance of the parasite-specific insertions in the *Plasmodium* genome. The simulations showed that a PfPPPK model without the inserts was not stable over long simulations (longer than 100 ps). This points to the stabilizing effect that the inserts and the other bifunctional partner may have on enzyme function and structure.
Chapter 4

Concluding Discussion

Malaria remains one of the deadliest diseases in sub-Saharan Africa. Various drugs have been used as treatment but resistance has been evolving against all of the known drugs. One of the more effective drugs was the pyrimethamine/sulfadoxine combination, which target the DHFR and DHPS enzymes of *Plasmodium falciparum*, respectively. DHPS is part of the folate metabolic pathway and forms a bifunctional enzyme with PPK. It participates in the production of folate through the addition of a p-aminobenzoic acid moiety. Sulfadoxine is a p-aminobenzoic acid analogue and thus actively competes for the DHPS active site with p-aminobenzoic acid. Although it has been found that amino acid mutations are responsible for resistance of DHPS to sulfadoxine, the mechanism behind it has never been elucidated. One of the main aims of this study was to investigate the mechanism behind sulfadoxine resistance through an *in silico* modelling approach. Additional aims were to propose structures and to investigate the movement of the loops for both bifunctional partners.

As malarial proteins are difficult to crystallize, an alternative approach was followed to obtain 3D structures. Homology modelling was used to obtain models for PfDHPS and PfPPK. For PfDHPS the crystal structures of *M. tuberculosis* and *B. anthracis* were used as templates as they contained substrate and product analogues in the crystal structures. By comparing the sequences of *P. falciparum*, *B. anthracis* and *M. tuberculosis* it was evident that *P. falciparum* contained two inserts of about 10 and 32 residues each. It was decided to use the longer insert from the modelling process as it did not have any template match. The sequences of *P. berghei*, *P. chabaudi*, *P. vivax* and *P. yoelli yoelli* were included to identify *Plasmodium*-specific conserved regions. The crystal structures of *S. aureus* and *E. coli* were available but they were only used for additional protein-substrate interaction information and not as templates (due to low sequence identity and missing loops in the crystal structures). *M. tuberculosis* also showed the highest sequence identity to *P. falciparum* DHPS (30%). Models containing the product analogue as well as sulfadoxine, were built and the product analogue modified to the two natural substrates, p-aminobenzoic acid and 6-hydroxymethyltetrahydrofolate pyrophosphate. The protein-substrate complex was subjected to energy minimization to relieve local steric clashes, followed by solvation with TIP3 water molecules. The solvated protein-substrate complex was then minimized again and subsequently
underwent a molecular dynamics simulation for 1 ns. The same process was repeated for the construction of the models containing each of the resistance-causing mutations but the molecular dynamics simulation was terminated after 100 ps.

For PfPPPK the crystal structure of *E. coli* was used as template. The PfPPPK sequence once again showed insertions when compared against the sequences from other species. In the case of PfPPPK there were two insertions with a length of about 90 residues each. Both of the inserts were excluded from the modelling process. The crystal structure of *E. coli* contained a substrate analogue as well as ATP in the active site, and these were included in the final model. The substrate analogue was modified to the natural substrate, 7,8-dihydro-6-hydroxymethyl-7-methyl-7-pterin (HP), and the protein-substrate complex subjected to energy minimization, followed by solvation and molecular dynamics simulation for 1 ns.

The PfDHPS model was shown to be stable for the duration of the simulation, increasing confidence in the model. During the simulation some of the loops showed movement. This correlates well with the observation that mobile loops cannot be resolved into one consensus orientation in X-ray crystallography, as seen in the crystal structures of DHPS from *M. tuberculosis* (Baca et al., 2000), *S. aureus* (Hampele et al., 1997) and *B. anthracis* (Babaoglu et al., 2004). The simulation of PfDHPS indicated that the substrates remained in the active site for most of the simulation, supporting the accuracy of the active site. The magnesium ion also remained in the active site and anchored 6-hydroxymethyl-5,8-dihydropterin pyrophosphate throughout the simulation. This provides additional support for the accuracy of the active site.

Sulfadoxine is a *p*-aminobenzoic acid analogue and thus sulfadoxine and 6-hydroxymethyl-5,8-dihydropterin pyrophosphate were included in the active site to investigate the mechanism of sulfadoxine inhibition and resistance. The simulation indicated that sulfadoxine, due to its larger size, showed more interactions with the protein than *p*-aminobenzoic acid and thus remained in the active site for longer. This suggests possible competition between sulfadoxine and *p*-aminobenzoic acid for the active site in the wild-type protein. Sulfadoxine showed interactions with Lys 540, Ala 581, Ser 436 and Ala 437. The position of *p*-aminobenzoic acid in the DHPS active site has not been resolved and experimental work such as the mutation of Pf Lys 609 (proposed to interact with *p*-aminobenzoic acid; Babaoglu et al., 2004) may prove to be valuable. Derremaux et al. (1998) suggested that loop movement might be the determining factor in the time taken for catalysis to occur in TIM-barrel proteins (such as DHPS). Decreasing the mobility of the loops in PfDHPS through mutation studies should shed some light on the effect of the loops on catalysis and enzyme kinetics.

During the simulations of the different mutants, it was shown that each resistance-causing mutation (Ser436Ala, Ala436Gly, Lys540Glu and Ala581Gly) decreased the interaction between sulfadoxine and PfDHPS. When multiple mutations occurred the effect was additive. The simulation showed that *p*-aminobenzoic acid did not have major interactions with these residues and thus the normal functioning
of the enzyme could continue. Using the model as a guide, mutations which prevent p-aminobenzoic acid from entering the active site may prove valuable in further validating the model.

The dynamics simulation of PfPPP was less revealing than that of PfDHPs but some valuable information was still obtained. ATP and HP substrate actually moved closer to one another during the simulation as would be expected during normal catalysis. Support for the predicted active site conformation was gained from the fact that the two magnesium ions remained in the active site and anchored the ATP throughout the simulation. Yan et al. (2001) showed that HiPPP has extensive loop movement, as seen from the different conformations of the protein with and without ligands in the active site. Their work also indicated that PPPK might work through an induced fit model. PfPPP showed extensive loop movement during the initial part of the simulation and this supports the work done by Yan et al. (2001) on the mobility of the loops. The work presented here also supports the theory of induced fit in PPPK as proposed by Yan et al. (2001) for HiPPP. The only drawback of the simulation was that the model began to lose tertiary structure towards the end of the simulation (close to 0.7ns). This may be due to a stabilizing effect the parasite-specific insertions have on the enzyme as well as the fact that PPPK is missing its bifunctional partner, DHPS. Insert stabilization could be shown by modelling the complete bifunctional enzyme but since a template for the linking region and the inserts are not available, this approach was not pursued further. If the *P. falciparum* PPPK-DHPS crystal structure would become available, molecular dynamics of the bifunctional complex with and without the inserts would prove invaluable in determining the effect of the inserts on enzyme stabilization.

The occurrence of multiple drug resistance in *P. falciparum* necessitates the need for new drugs as well as an understanding of the mechanism behind current drug resistance in malaria. The studies reported here have contributed to the understanding of the mechanism behind sulfadoxine resistance in *P. falciparum* DHPS. Both the models have been shown to be stable (DHPS more so than PPPK) and could thus be used in investigating the active sites with the aim of designing new drugs, which can target DHPS more effectively. Another approach is to make a single drug which targets more than one enzyme. PfDHPs and PfPPP both bind substrates with a similar backbone structure (pterin group)

<table>
<thead>
<tr>
<th>Ligand Atoms</th>
<th>Type of interaction</th>
<th>PfDHPs</th>
<th>PfPPP</th>
</tr>
</thead>
<tbody>
<tr>
<td>All C atoms</td>
<td>Hydrophobic interactions</td>
<td>Phe 221, Ile 145, Met 170</td>
<td>Phe 68, Tyr 141</td>
</tr>
<tr>
<td>All N atoms</td>
<td>Hydrogen bonds to mostly charged residues as well as residues containing oxygen groups in the side-chain</td>
<td>Asp 123, Asn 143, Asp 216</td>
<td>Glu 60 (side chain as well as backbone atoms), Thr 57, Val 58 (backbone)</td>
</tr>
<tr>
<td>O atom</td>
<td>Hydrogen bond with amino groups</td>
<td>Lys 250</td>
<td>Asn 70</td>
</tr>
</tbody>
</table>
in a similar way and thus the models presented here would help in revealing similarities between the two active sites (Table 4.1). These similarities could be exploited to design a pterin backbone-based drug which targets both enzymes at the same time. A drug which resembles the product, pteroic acid, would also prove valuable as it would also target DHPS specifically. The work presented here also touches on the importance of investigating non-static models when looking at drug resistance. A static model would not have revealed the subtle effects each mutation has on sulfadoxine binding in PfDHPS.

Overall the work presented here provides models for *P. falciparum* PPPK and DHPS as well as representations of their respective active sites. This was used to propose a mechanism for sulfadoxine resistance, which would have been difficult to elucidate only with experimental investigations. The study also supported work by Yan *et al.* (2001) and Derremaux *et al.* (1998) who showed that loop movements are important for shielding the substrate from the solvent in PPPK and DHPS, respectively, as well as playing a role in enzyme catalytic rate.

Possible further work on this enzyme system would include molecular dynamics studies of the effects of the inserts on enzyme stabilization (when the crystal structure becomes available) and mutation studies to investigate the effect of loop movement in DHPS on enzyme catalytic rates. Other structural work such as NMR to investigate at the possible coordination of loop movement in the PPPK and DHPS complex as well as secondary structure in the inserts would prove valuable. Rational drug design could be used to design inhibitors against both enzymes and deletion studies would help in clarifying the function of the parasite-specific inserts. The work presented here should help in understanding the mechanism behind sulfadoxine resistance in *P. falciparum* DHPS and help to identify new directions in inhibitor research against malaria.
Summary

Malaria kills nearly 1.5 million and affects more than 500 million people annually, mostly in sub-Saharan Africa. The malaria parasite has developed resistance against almost all of the known drugs used for treatment. This fact has resulted in a constant battle between developing new anti-malarials and the parasite evolving resistance. One of the main drug combinations, pyrimethamine/sulfadoxine, targets the dihydrofolate reductase (DHFR) and dihydropteroate synthase (DHPS) proteins in the folate synthesis pathway of human malaria parasite, *Plasmodium falciparum*. The folate synthesis pathway is absent from the human host and thus presents itself as an ideal target for parasite-specific drugs.

The three dimensional atomic coordinates of a target protein can help in designing new, more effective drugs. Malarial proteins are notoriously difficult to crystallize and thus homology modelling was chosen as an alternative method to obtain a protein structure. DHPS and PPPK occur as a bifunctional protein in the folate metabolism pathway. In this study, homology modelling was used to do *in silico* modelling of *P. falciparum* DHPS and hydroxymethyl-dihydropteridine pyrophosphokinase (PPPK). For the *P.falciparum* DHPS model the crystal structures of *M. tuberculosis* and *B. anthracis* DHPS were used as templates and for the *P. falciparum* PPPK model, the crystal structure of *E. coli* PPPK. Molecular dynamics was used to investigate loop movement in DHPS and PPPK as well as to reveal the effect of resistance-causing mutations on sulfadoxine binding in *P. falciparum* DHPS.

This study revealed that four of the five known sulfadoxine resistance-causing mutations in DHPS disrupt the interaction between sulfadoxine and DHPS. This translates to a reduced capacity for sulfadoxine to inhibit DHPS, and results in resistance. The simulations also showed that both DHPS and PPPK have extensive loop movements during catalysis. The loop movements in DHPS and PPPK may also play a role in determining the catalytic rate of the enzymes.

The work presented here provides researchers with models of *P. falciparum* DHPS and PPPK. These models can be used to design experiments to investigate resistance, design new drugs and probe the structure of the PPPK-DHPS bifunctional enzyme.
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