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Abstract

Optical trapping is a venerable topic and has been an invaluable and pioneering tool

in biological research, but it has been mostly unexplored by the analytical science

community. This study lays the groundwork for a novel analytical technique by

combining holographic optical tweezers and fluorescence spectroscopy of quantum

dots (QDs).

QDs are artificial semiconducting nanoparticles with fascinating optical prop-

erties, making them ideal for fluorescence sensing applications. In this study,

QD fluorescent probes fit for optical trapping were created, which included the

synthesis of L-cysteine capped CdSe/ZnS core/shell QDs and the coupling thereof

to micro-sized polymer beads through EDC/NHS chemistry. The synthesis process

was optimized in order to gain control over the QD size, fluorescence emission,

adhesion, agglomeration formation and purity of the sample. Several techniques

including fluorescence spectroscopy, transmission electron microscopy (TEM),

Fourier transform infrared (FTIR) and absorbance spectroscopy were used to

characterize the structural and optical properties of the QDs and QD fluorescent

probes. To showcase the sensing ability of these QD probes, they were used to

detect atrazine, a harmful herbicide, at environmentally relevant surface water

concentrations.

Optical trapping or tweezing describes the manipulation of nano- to micro-sized

particles through momentum transfer from tightly focused light. In this study, the

advantages of employing vectorial light in optical traps were explored, especially

for the control of fluorescent particles. A holographic optical tweezer (HOT) that

leverages on vectorially structured light with integrated fluorescence detection was
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built. The setup included a diode laser with wavelength λ = 532 nm, a spatial light

modulator (SLM), an interferometer to combine the beams, an inverted microscope

for trapping and imaging, and a photon counting fluorescence detection stage.

This advanced setup allowed for the delivery of tuneable forms of light from purely

scalar to purely vector beams resulting in tailored intensity gradient landscapes of

the trapping beam. Trap stiffness calibration was performed with 2 µm polymer

beads and in-situ fluorescence measurements of an optically trapped QD probe

was achieved. This study focused specifically on propagation invariant vector

flat-top beams which showed potential to reduce photobleaching of QDs in a single

wavelength optical trap. The aim of the research presented in this dissertation is

to advance the nascent field of chemistry applications in optics.
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Chapter 1

Introduction and overview

The release of pesticides, heavy metal ions, pharmaceutical products and other

chemical pollutants into water bodies is a major threat to environmental sustain-

ability. The ever pressing need to monitor the levels of these pollutants in water is

the driving force behind the research presented in this dissertation.

The movement towards using nanoparticles for environmental sensing and monitor-

ing has gained a lot of momentum in recent years [1–4]. Compared to conventional

sensing techniques, nanoparticles have proven to enhance sensitivity, increase

selectivity, add simplicity and speed up the detection process. One example of

such a nanomaterial are quantum dots (QDs) which are artificial semiconducting

nanocrystals with interesting optical and structural properties, making them an

ideal tool for fluorescence sensing applications [5, 6].

With the development of single molecule technologies came new insight into the

structure and dynamics of single molecules that are masked in ensemble or bulk

analysis [7–9]. These technologies have also allowed ultra-sensitive detection, with

limits of detection as low as pico and even femtomolar [10]. Arguably the most

famous single-molecule technique is optical tweezers, which make use of tightly

focused laser light to trap and manipulate nano- to micro-sized particles. While

optical tweezing has revolutionized biological research [11], it has been mostly

unexplored by the analytical science community. This research project paves a

way towards an ultra-sensitive analytical technique by combining optical tweezers

1



INTRODUCTION AND OVERVIEW

with fluorescence spectroscopy of QDs.

To make this technique more versatile and help overcome issues that arise when

integrating fluorescence spectroscopy into optical tweezers, like photobleaching, a

third component may be introduced into the system – structured light [12,13]. The

employment of structured light (varying the intensity, phase and polarization of

light) in optical tweezers has made it possible to not only trap but to direct, move

and orient particles. These structured light traps are a well-established technique

today and since most structured beams are created by means of a hologram, they

are called holographic optical tweezers (HOTs) [14, 15]. Structured light beams

can broadly be classified as scalar or vector beams. Scalar beams are structured

in amplitude and phase whereas vector beams are tailored in polarization as well.

Conventionally, HOT setups employ scalar light, however, the added benefits

of vectorial light traps have only been explored in recent years [16–18]. In this

dissertation, the advantages of a vectorial HOT are further explored, especially for

the control of fluorescent particles.

The three-fold combination of fluorescence spectroscopy of quantum dots, optical

tweezers and structured light is therefore investigated in this study for an ultimate

application in pollutant sensing. The proposed novel analytical instrument is

illustrated conceptually in Figure 1.1. Here a QD probe (synthesized using bead

assisted chemistry) is optically trapped in a microfluidic channel that allows water

samples to flow through. The fluorescence emission from the QD probe, measured

in-situ and excited with the trapping laser, is used to determine the presence of

the pollutants (qualitatively or quantitatively). In this instrument, the trapping

beam can be tailored to not only be the conventional Gaussian mode but any

structured light beam to increase the potential applications thereof.

The aim of this research project was to complete three ‘building blocks’ needed to
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INTRODUCTION AND OVERVIEW

Figure 1.1: A conceptual illustration of the novel analytical technique. A
QD fluorescent probe is optically trapped in a holographic optical tweezer
setup. The sample is in a microfluidic channel that allows a water sample to
flow through, using the fluorescence emission of the QD probe to detect the
presence of organic pollutants. The optical tweezer is tailored so that any
structured light beam can be used as the tightly focused trapping beam.

ultimately develop this novel analytical technique. Firstly, QD fluorescent probes

that can be trapped in an optical tweezer setup were synthesised (Chapter 2).

Secondly, an optical tweezer setup with an integrated fluorescence microscope

was built (Chapter 3). Lastly, structured light was added to create a vectorial

HOT (Chapter 4).

Chapter 2 starts with a discussion on QDs, explaining their optical properties,

synthesis methods and applications. The synthesis process of L-cysteine capped

CdSe/ZnS QDs and the coupling thereof to micro-sized polymer beads are reported
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in this chapter. TEM analysis, fluorescence spectroscopy, FTIR analysis and

absorbance spectroscopy were some of the methods used to characterize the optical

and structural properties of the QDs and QD probes. Lastly, to prove the QD

probes can be used to detect pollutants, atrazine (a harmful herbicide) was detected

at environmentally relevant concentrations.

The fundamental concepts of optical tweezers are discussed inChapter 3, including

the trapping beam requirements, the optical forces inside the trap and the main

components needed to build an optical tweezer. The experimental setup of an

optical trap is presented along with successful trapping of 2 µm diameter particles

and trap strength calibration. The final part of this chapter discusses how to

experimentally integrate a fluorescence microscope into the setup and shows the

fluorescence detection of an optically trapped QD probe.

In Chapter 4, structured light and spatial light modulators, the device used to

generate these structured beams, are introduced and explained. Here the setup of

a vectorial holographic optical tweezer is demonstrated. The specific structured

light beam under investigation in this study is a vector flat-top beam. The added

benefits of trapping with a vector flat-top beam over the conventional Gaussian

beam are discussed theoretically and confirmed experimentally. The effect of these

structured light beams on QD photobleaching inside optical tweezers is explored

in the last part of Chapter 4. Finally, the conclusion and outlook of this study are

presented in Chapter 5.
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Chapter 2

Quantum dot fluorescent sensors

The synthesis of a quantum dot (QD) fluorescent probe is discussed in this

chapter. It starts with an introduction to QDs in Section 2.1. The synthesis

and characterization of water-soluble CdSe/ZnS QDs and the coupling thereof

to micro-sized polymer beads are presented in Sections 2.2 and 2.3, respectively.

Finally, Section 2.4 reports on the detection of atrazine, a water pollutant, using

the QD fluorescent probe.

2.1 Introduction to quantum dots

The first work on QDs was published in the early 1980s by the Russian physicist

Alexey Ekimov, demonstrating the synthesis of CuCl crystals in a glass matrix [19].

The behavior of these nanocrystals was explained theoretically by Efros in 1982 [20].

Inspired by their work, the American scientist Brus synthesized the first colloidal

quantum dots in 1983, these QDs were dispersed in water and were much easier to

handle [21]. The term ‘quantum dots’ however only came later and has since been

used to describe these semiconducting nanoparticles [22].

This section will give an introduction to QDs which includes the fundamental

concepts of QDs (Section 2.1.1), synthesis and characterization methods (Sections

2.1.2 and 2.1.3), general applications of QDs (Section 2.1.4) and more specifically

how they are used as fluorescence sensors (Section 2.1.5).
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2.1.1 Quantum dot fundamentals

In bulk semiconductors, electronic energy levels are in the form of a valence band

(VB) and a conduction band (CB). Most of the electrons are in the VB and can

be excited to the CB if given sufficient energy. The energy difference between the

VB and CB is called the bandgap (Eg) of the material. When the dimensions

of a semiconductor material are in the nanometer scale, as in the case of QDs,

the movement of the electrons is confined and the material exhibits quantum

mechanical effects [23]. The energy levels of such nanoparticles become discrete,

similar to that of molecules, giving QDs intermediate electronic properties between

their bulk semiconductor material and molecules; Figure 2.1 shows the difference

in the electronic states of a bulk semiconductor, a nanocrystal semiconductor (QD)

and a molecule [24].

Figure 2.1: Comparison of the energy level diagrams of a bulk semiconduc-
tor, nanocrystal semiconductor (QD) and a molecule. The energy levels of a
QD are discrete giving QDs electronic properties between that of the bulk
material and its molecular analogue. LUMO – lowest unoccupied molecular
orbital; HOMO – highest occupied molecular orbital.
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If an electron in the VB absorbs a photon with energy equal to or greater than Eg,

it can overcome the energy gap, move to the CB and create a hole in the VB (the

process is illustrated in Figure 2.2). This electron-hole pair is called an exciton

and the distance between the excited electron and the hole is called the exciton

Bohr radius. The dimensions of QDs are smaller than the material’s exciton Bohr

radius, confining the movement of excitons in three dimensions - this is known as

quantum confinement [25]. The result of quantum confinement is that the bandgap

is dependent on the physical size of the QD. When an excited electron in the CB

recombines with a hole in the VB a photon is emitted with an energy dependent

on the bandgap of the QD; the final step in Figure 2.2 shows the relaxation of the

electron.

Figure 2.2: Fluorescence principle in QDs. a) An electron in the valence
band (VB) absorbs a photon with energy greater or equal to the bandgap
(Eg), b) the electron gets excited into the conduction band (CB) and a hole
is created in the VB. The electron-hole pair is called an exciton and the
distance between them is the exciton Bohr radius. c) When the electron
recombines with the hole a photon is released with energy equal to Eg.

When the excited electron relaxes from the CB minimum to the VB maximum

as depicted in Figure 2.2c it is called band edge emission. Other pathways of

fluorescence emission also occur in QDs. There can exist trap states in the bandgap
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due to defects or impurities in which the electron or hole can be trapped, changing

the fluorescence emission wavelength of the QD [25]. Excited electrons higher in

the CB sometimes lose energy in a non-radiative manner to lower energy levels or

to trap states and later relax to the ground state by emitting a photon.

QDs are therefore fluorescent and their bandgap or fluorescence emission wavelength

is size-tunable – a larger particle will emit photons with a longer wavelength [26].

Figure 2.3 illustrates the relationship between the size, bandgap and emission

spectrum of QDs. As the size of a QD increases, the bandgap decreases and a

red-shift of the emission spectrum is seen. The emission spectra presented here

were obtained experimentally by growing QDs of different sizes (see Section 2.2.1

for detail).

A model developed by Brus relates the particle size to the bandgap energy (Eg) of

a QD [27,28],

Eg(QD) = Eg(bulk material) +
h̄2π2

2R2

[
1

me

+
1

mh

]
− 1.8e2

ϵR
, (2.1)

where R is the radius of the QD, e is the charge of the electron and ϵ the dielectric

constant of the solid. me and mh are the effective masses of an electron and a hole

in the material (me and mh are unique for each type of QD). The second term in

Equation 2.1 is essentially the quantum energy of the well-known particle-in-a-box

problem and the third term relates to the Coulombic interaction between the

exciton. The bandgap energy is increased by the 1/R2 term and decreased by

the 1/R term. So for small R values, the effective bandgap will increase with

decreasing particle size (refer to Figure 2.3).

Although the size-tunable fluorescence emission of QDs is their most famous

property, QDs have multiple other advantageous properties making them an

irreplaceable tool in the chemistry toolbox. QDs have broad absorption spectra

8
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Figure 2.3: Bandgap energy and emission wavelength variation as the size
of a QD changes. Larger particles have a smaller bandgap, a red-shift is
therefore seen in the emission spectra as the particle size increases.
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and narrow symmetrical emission spectra [29]. Their long fluorescent lifetimes,

high quantum yields and good photostability are some of the superior properties of

QDs compared to organic dyes [30]. These properties make QDs highly favorable

for fluorescent sensing, labeling and imaging. QDs can also exhibit the process of

multiple exciton generation, in which a single absorbed photon can excite more

than one electron giving QDs exciting applications in solar cells [25].

The major drawback of QDs is their potential toxicity, especially for in vivo

studies [31]. The health and environmental risks of nanoparticles due to their

small size are still uncertain. Multiple factors including QD size, composition,

structure (core vs. core/shell), concentration and coating can play a role in the

toxicity of QDs [32]; the toxicity therefore differs greatly from one type of QD

to another. The main concern is the heavy metals that QDs are usually made

of, especially cadmium. Cd is a popular metal to use in the core of QDs but it

is a toxic material. To prevent leakage of heavy metals like Cd, the inner core

of the QD can be capped with a less toxic material such as ZnS to form a shell;

adding other capping agents like bovine serum albumin or silica also helps to

reduce their toxicity [33]. More environmentally friendly materials, such as carbon

and silicon, are also being used to make QDs with great success and promising

applications [34,35].

2.1.2 Synthesis methods

QDs mainly consist of semiconductors or metals like cadmium, tellurium, selenium,

indium and zinc. The synthesis methods of QDs can broadly be divided into two

groups: (1) the bottom-up and (2) the top-down approaches [36]. In the latter

approach, QDs are obtained by etching a bulk semiconductor to obtain nanosized

particles. Techniques such as electron beam lithography, electrochemistry, chemical

etching and reactive ion etching have been successfully used to obtain QDs [25,37].
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The top-down approach is however slow and requires expensive equipment and is

therefore not a routinely used technique [36].

The bottom-up approaches refer to methods where small units (atoms, molecules

or ions) self-assemble to form nanoparticles. Some of the bottom-up techniques

include the sol-gel method, chemical vapour deposition, microemulsion, spray

pyrolysis and hot-injection colloidal synthesis; more detail on these methods can

be found in references [25] and [37]. The colloidal synthesis approach is the most

popular and well-studied method; it is also the method of choice for the synthesis

of QDs in this study. The colloidal method gives precise control over the QD size

and results in monodispersed solutions of QDs with a small size distribution [38].

Before giving more detail about the colloidal synthesis method, we must first

consider the structure of QDs. QDs usually consist of a core/shell type structure,

where the core refers to the inner materials and the shell to a thin layer of material

surrounding the core. Examples of core compositions are CdSe, CdS, GaAs, ZnSe,

HgTe and InAs, just to name a few. QDs can consist of only a core, but the

addition of a shell prevents leakage of heavy metals from the core, increases the

quantum efficiency, stabilizes the QDs and assists with surface modifications [39].

The most common is a ZnS shell, but other shells like InP, CdSe and silica

have also been reported [37]. The notation core/shell is used to describe QDs,

therefore CdSe/ZnS QDs refer to QDs that have a CdSe core and a ZnS shell.

The third component of QDs is the organic molecules (ligands) on their surface.

These molecules can be hydrophobic or hydrophilic depending on the type of QD,

the synthesis method followed and the end application of the QD [37]. Popular

hydrophobic and hydrophilic ligands are trioctylphosphine oxide (TOPO) and

L-cysteine, respectively [40]. Figure 2.4 illustrates the structure of a QD including

the core, shell and organic ligand.
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Figure 2.4: The core/shell structure of a QD capped with either hy-
drophobic or hydrophilic ligands. A common hydrophobic capping agent
is trioctylphosphine oxide (TOPO) whereas a common hydrophilic capping
agent is L-cysteine.

In the hot-injection colloidal synthesis method, semiconductor precursors are

injected into a hot solution of an organic solvent to produce the quantum dots [38].

This reaction requires organometallic precursors, organic solvents and a surfactant

(the solvent usually acts as the surfactant as well). The precursor must be carefully

chosen since it needs to dissociate to create active species that can nucleate and form

nanocrystals. The choice of precursor depends on the specific metal; for example

elemental selenium is used as a precursors when Se is added in the core or shell

but Cd-salts or Cd-phosphonates are preferred Cd-precursors [38]. The reaction

is done under temperatures of around 300 ◦C, thus organic solvents that can be

used at such high temperatures include octadecene, TOPO or hexadecylamine.

The size of the QDs is controlled by the injection speed, temperature and growth

time [37]. Detail of the colloidal synthesis method followed in this study is given

is Section 2.2

Most QDs synthesized by the hot-injection method are hydrophobic due to the

octadecene and TOPO ligands on their surface, they are therefore soluble in

non-polar solvents like toluene and hexane. Most environmental and biological
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applications require water-soluble particles [29]. The QDs can be made water-

soluble by 1) exchanging the hydrophobic ligands with hydrophilic ones or by 2)

encapsulating the QDs and their hydrophobic ligands with an amphiphilic molecule

like a phospholipid or 3) by adding a functionalized silica coating [38].

2.1.3 Characterization techniques

A range of techniques can be used to characterize the optical and structural

properties of QDs. Here, the working principle of the techniques and the QD

properties they elucidate are briefly summarized; see the given references for a

more detailed and technical discussion on each technique.

UV-Vis spectroscopy is used to determine the absorption (or transmission) spec-

trum of compounds [41]. The absorption of QDs is particularly important since

this will decide which wavelengths are suitable for fluorescence excitation. As

already mentioned, QDs absorb over a broad range of wavelengths, usually hav-

ing maximum absorption at the shorter wavelengths thereafter decreasing until

little absorbance is seen for the near infra-red wavelengths. Because of the broad

absorption spectrum, several excitation sources (from UV to visible light) can be

used for QDs - a superior property of QDs compared to other dyes.

Fluorescence spectroscopy on the other hand measures the emission spectrum of

compounds. Here, a monochromatic light source is used to excite electrons in

the molecule from the ground state to some excited state (as discussed in Section

2.1.1), then the emitted radiation spectrum as the electrons relax back to the

ground state is measured [42]. The intensity of the emitted light is proportional

to the excitation intensity in fluorescence spectroscopy, whereas in absorbance

spectroscopy the ratio of the incident and transmitted intensity is measured [43].

The emission spectrum can also be used to infer secondary information like the
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QD bandgap, the presence of trap states and the size distribution [42].

UV-Vis and fluorescence spectroscopy are used to determine an important optical

property of QDs (or any fluorophore) namely the quantum yield (QY). QY is the

ratio of the emitted photons to the absorbed photons; it is therefore a measure

of the fluorescence efficiency or quality of the QD [42]. Another way to think

about QY is that it measures the fraction of electrons that decay through radiation

(emitting a photon), not through other non-radiative processes like heat or vibration

dispersion. The QY can either be determined through a comparative method using

a reference standard with a known QY like rhodamine 6G or the absolute QY can

be measured with an integrating sphere [44,45].

Transmission electron microscopy (TEM) is used to visualize QDs since this

technique has a spatial resolution of only a few nanometers. TEM works on

the same principle as a conventional light microscope, but instead of using light

to image the sample, it uses an electron beam; since the electron beam has a

smaller wavelength than light, it can reach a much higher resolution. In TEM,

a high-energy electron beam is focused onto a thin sample. After the electrons

interact with the sample, the transmitted electrons are detected with a fluorescent

screen or digital device allowing us to form an image [46]. TEM is therefore used

to determine the structural integrity, morphology and size distribution of the QDs.

Energy-dispersive X-ray spectroscopy (EDX) is a method used for determining the

elemental composition of samples with a high spatial resolution [47]. This method

is usually combined with TEM in order to visualize as well as map the elemental

composition of a sample. In TEM/EDX, the incident high energy electron beam

used to visualize the sample also excites atoms in the sample which then emits

X-rays distinctive of a specific element.

In powder X-ray diffraction (PXRD) a characteristic diffraction pattern of the
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bulk powder is obtained by irradiating the sample with X-rays [47]. This technique

is used to determine the crystal structure and lattice parameters of QDs, the

purity of a sample can also be confirmed by comparing the diffraction pattern

with standard references. The most common crystal structures of quantum dots

are hexagonal wurtzite or cubic zinc blende [37,48].

In order to characterize the chemical composition of the QD surface, Fourier-

transform infrared spectroscopy (FTIR) is used. In FTIR, the interaction (trans-

mittance or absorbance) of infrared light with molecules is measured. The chemical

composition of compounds can be inferred from the IR spectra since different

vibrational modes of molecules absorb different frequencies [49]. Therefore, from

the peak positions of the FTIR spectrum (usually measured from 400 cm−1 to

4000 cm−1) the molecules or functional groups present on the surface of QD can

be identified.

Lastly, Raman spectroscopy (just like FTIR) is used to determine the vibrational

modes of a sample which are used to identify molecules and functional groups in the

sample. Where FTIR relies on the absorption of light, Raman spectroscopy uses

light scattering (more specifically, the scattered light with a different wavelength

than that of the incident light). Raman spectroscopy is not only used to obtain

the chemical composition of samples but information regarding the crystallinity of

sample can also be inferred [50].

2.1.4 Applications

The development of QD-technologies has evolved into a field of its own, QDs have

come a long way from sitting in a glass matrix in 1981 with little application, to

being in our commercial television displays today. LEDs made from QDs have

a high color quality (better than that of the high-definition TV) due to their
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accurate spectral tunability and narrow emission peaks (∼ 30 nm FWHM), making

QD-LED displays more vibrant and closer to ‘real life’ colors [51]. QD-LEDs

are also more energy efficient and therefore have a promising future in display

technology.

QDs have been extensively used for biological labelling and imaging [52,53]. In

biological imaging, different dyes are use to ‘stain’ tissues or cells that have different

molecular properties with different colors, QDs assist with this since their colour

and surface chemistry can easily be modified to target specific molecules [54].

Their high quantum yields and resistance to photobleaching make QDs superior

to organic dyes [30] in this regard. Due to their narrow emission peaks, QDs have

also helped simplify simultaneous detection of multiple colour signals [29].

QD-based solar cells have gained a lot of attention in recent years; the review

by Lin and Peng discusses the current status of these solar cells [55]. There are

three main QD solar cells namely, QD-sensitised solar cells, heterojunction solar

cells and QD Schottky solar cells [37, 56], however recently QDs have also been

incorporated in perovskite solar cells [57].

Another result of the unique properties of QDs is their sensing ability. QDs

have been used to detect analytes, including pollutants [58], pesticides [6], metal

ions [59], enzymes [59], antibiotics [60], food ingredients and contaminants [61] and

a myriad more. The principle of sensing with QDs is explained in Section 2.1.5.

QDs have also found applications in catalysis [62], electrochemistry [63], QD-

lasers [64] and quantum computing [65].

2.1.5 Principle of fluorescence sensing with QDs

QDs can be used as sensors since their fluorescence emission is extremely sensitive

to the surface environment. The presence of a target analyte can result in either
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fluorescence quenching or enhancement of the QDs due to a physical or chemical

interaction [6]. The change in fluorescence intensity therefore allows for quantitative

detection of the analyte.

One of the most successful approaches to sensing with QDs is based on Förster or

fluorescence resonance energy transfer (FRET) systems. In FRET, energy is trans-

ferred from a donor molecule to a nearby acceptor molecule causing fluorescence

enhancement or quenching [5]. A non-radiative energy transfer happens upon

relaxation of an excited electron in the donor molecule and is due to dipole-dipole

couplings between the donor and acceptor molecules [66]. For FRET to occur,

the distance between the donor and acceptor molecules usually must be within 10

nm; the specific distance required for an acceptor-donor pair is called the Förster

distance [67]. Another requirement of FRET is that the emission spectrum of

the donor molecule must overlap with the absorption spectrum of the acceptor

molecule; a larger overlap means an increase in the Förster distance [67,68]. QDs

are usually the donors in FRET systems but successful systems where the QDs are

acceptors have also been shown [26]. More detail on FRET in QD-systems can be

found in the exceptionally in-depth 2017 review of Hildebrandt et al. [67], whereas

the history and theoretical models of FRET are well-documented by Jones and

Bradshaw [66].

The fluorescence intensity or emission wavelength of QDs can also change by

physical interaction where analyte molecules (usually metal ions) passivate the QD

surface or create defects on the surface that creates new pathways for non-radiative

energy loss [24, 26]. Sensing with QDs has also been achieved through charge

transfer or electron transfer mechanisms [67,69].

The quality of the QD sensors, like their sensitivity and selectivity, mainly depends

on the coating, capping molecules, and surface chemistry of the QDs [58]. Many
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surface modification strategies have been developed to increase the selectivity of

QD sensors [6, 59,68].

2.2 Synthesis of L-cysteine capped CdSe/ZnS

quantum dots

This section will report on the synthesis of L-cysteine capped CdSe/ZnS QDs used

in this study. The choice of QDs is based on research previously done by our group

where CdSe/ZnS QDs were used for pollutant detection [70–72]. The hot-injection

colloidal synthesis method was used since it yields QDs with high QY, narrow

size distribution and lets the researcher finely control the size and consequently

the emission wavelength of the QDs [37]. The synthesis of QDs falls in both the

material and molecular chemistry fields; this makes the reproducibility of QD

synthesis difficult since it is exceptionally sensitive to conditions like temperature,

injection speed and reaction time [38]. The reason for functionalizing the QD

surface with L-cysteine is two-fold. Firstly, these QDs will be used for water

pollutant detection thus they need to be water-soluble. Secondly, the amine group

in L-cysteine enables coupling to micro-sized beads containing carboxyl groups

through EDC/NHS chemistry (explained in Section 2.3).

This section starts with a detailed description of the synthesis method followed

(Section 2.2.1) and the characterization of the QDs is presented in Section 2.2.2.

The synthesis method was optimized by four repetitions with slight changes each

time to ensure high-quality QDs with properties fit for our application. Section

2.2.3 reports on the optimization process and gives insight into the nuances of the

synthesis method.

In this study, the QDs will be used as sensor probes in an optical tweezer which
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is discussed in Chapter 3. The setup of the optical tweezer includes a longpass

dichroic mirror (Thorlabs, Germany); the transmittance of this mirror is 97 % for

wavelengths of 582-825 nm. In order to detect the fluorescence emission of the

QDs in the optical tweezer setup, it needs to be transmitted by the dichroic mirror

and therefore have an emission wavelength greater than 582 nm. To ensure most

of the emission peak is longer than 582 nm, a maximum fluorescence emission

wavelength of 595 nm or longer was needed.

2.2.1 Method

Chemicals

Cadmium oxide (CdO), octadec-1-ene (ODE), oleic acid (OA), trioctylphosphine

oxide (TOPO), selenium (Se), zinc oxide (ZnO), sulfur (S), L-cysteine, methanol

and acetone were purchased from Sigma Aldrich (USA). Chloroform, ethanol and

potassium hydroxide (KOH) were purchased from Associated Chemical Enterprises

(South Africa). Argon gas baseline 5.0 from Afrox (South Africa) was used.

Deionized water used during the syntheses was from an in-house Drawell Eco-Q

deionized water system (China).

Method overview

Figure 2.5 is a schematic of the synthesis of L-cysteine capped CdSe/ZnS core/shell

QDs. The synthesis can be divided into five steps: 1) metal precursor preparation, 2)

core nucleation and growth, 3) shell growth, 4) ligand exchange and 5) purification.
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Figure 2.5: L-cysteine capped CdSe/ZnS QD synthesis steps.

Metal precursors

Three precursor solutions were prepared:

• Selenium precursor: 0.30 g Se, 1.94 g TOPO and 25 ml ODE.

• Zinc precursor: 0.21 g ZnO, 10 ml OA and 15 ml ODE.

• Sulphur precursor: 0.087 g S, 10 ml OA, 15 ml ODE.

These solutions were stirred at 40 ◦C for 5 hr to ensure thorough mixing.

Nucleation, core and shell growth

The one-pot experimental setup used for the synthesis is shown in Figure 2.6; a

three-necked round bottom flask was fitted with a condenser, thermometer and an

argon gas inlet and positioned on a heating mantle. The whole reaction was done

under argon conditions. 1.3 g CdO, 50 ml ODE and 30 ml OA were added to the

flask and stirred vigorously at 260 ◦C until a colourless solution formed indicating

the formation of the Cd-OA complex. The Se-precursor was added to the flask

(25 ml) and nucleation and core growth were allowed to proceed for 15 min at a

temperature of around 240 ◦C.

After 15 min of core growth, 30 ml of the solution was quickly extracted for later

analysis and the epitaxial ZnS shell growth around the core was initiated. 10 ml
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Figure 2.6: Experimental setup for QD synthesis. A three-necked round
bottom flask was placed on a heating mantle and fitted with a condenser,
thermometer and an argon gas inlet.

of the Zn-precursor, and swiftly thereafter 10 ml of the S-precursor, were added to

the core solution. Shell growth was left to proceed for 40 min at a temperature

of 240 ◦C. The fluorescence emission of the QDs was continuously monitored

throughout the synthesis (470 nm excitation wavelength). Figure 2.7 shows the

fluorescence emission and appearance of the CdSe core QDs under UV-light after

1, 5, 10 and 15 min of core growth and of the CdSe/ZnS core/shell QDs after

10, 20 and 40 min of shell growth. Longer growth time lead to larger particles

(smaller bandgap) and therefore a red-shift in the fluorescence emission wavelength

occurred. After 40 min the reaction was cooled to room temperature by pouring

the solution into a large beaker in an ice bath to stop particle growth and ensure a

narrow size-distribution. The QDs were purified with methanol by centrifugation

which then yielded the hydrophobic CdSe/ZnS QDs capped with OA and TOPO.
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Figure 2.7: a) The normalized fluorescence intensity of the CdSe core and
CdSe/ZnS core/shell QDs at different times during the synthesis and b) the
corresponding appearance of the QDs under UV-light.

Ligand exchange

A ligand-exchange reaction was carried out to functionalize the surface of the

CdSe/ZnS QDs with L-cysteine. A solution of 4.4 g KOH, 60 ml methanol and 3 g

L-cysteine was prepared and placed in an ultrasonic bath for 10 min to ensure all

the L-cysteine dissolved. The hydrophobic CdSe/ZnS QD solution was suspended

in chloroform and added to the L-cysteine solution. Deionized water was slowly

added to the mixture (at room temperature) while stirring which changed the
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transparent orange solution to milky. After an hour of stirring, the solution was

left to stand overnight to ensure complete separation of the organic and aqueous

phases.

Purification

The L-cysteine capped QDs, now in the aqueous phase, were purified by centrifu-

gation with ethanol (×4) and acetone (×2). Rigorous purification was necessary

to remove the excess organic compounds from the surface of the QDs to achieve a

monodispersed QD solution with no agglomerates. Figure 2.8 outlines the purifica-

tion by centrifugation process that was followed. Firstly, around 3 ml of the QDs

in the aqueous layer were poured into a 15 ml centrifuge tube and filled with the

washing solvent (ethanol and later acetone). The tube was shaken vigorously to

remove all the unwanted surfactants (sometimes ultra-sonication was used). The

solution was then centrifuged for 10 min at 6000 rpm to precipitate the QDs. The

supernatant (containing the unwanted organic compounds) was discarded and the

QDs redispersed in deionized water. The process was repeated four times with

ethanol and then twice with acetone. After all the QDs were purified they were

left to dry in the fume hood.
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Figure 2.8: Purification by centrifugation steps. The purification process
started with the L-cysteine capped QDs dispersed in a small volume of
water, a) the washing solvent (ethanol or acetone) was added, shaking or
sonication was used to properly disperse the QDs in the solvent. b) The
solution was centrifuged for 10 min (6000 rpm) to precipitate the QDs. c)
The supernatant was discarded and the QDs redispersed in water. The
process was then repeated several times with different solvents.

2.2.2 Characterization

The characterization of L-cysteine capped CdSe/ZnS QDs are given in this section.

Small amounts of the hydrophobic CdSe core QDs and CdSe/ZnS core/shell QDs

were extracted during the synthesis and characterized to compare with the final

product where relevant.

Apparatus

Fluorescence emission spectra were recorded on a Horiba Jobin Yvon Fluoromax-4

spectrofluorometer (Horiba Instruments Inc., USA). UV-visible absorption mea-

surements were recorded on a Cary Eclipse spectrophotometer (Varian Pty Ltd,

Australia). Transmission electron microscopy (TEM) images were taken using

a JEOL JEM 2100F (JOEL Ltd, Japan) operated at 200 kV. ImageJ was used

for image analysis of the TEM images to obtain the size distribution of the QDs.
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Carbon film 200 Mesh Cu grids were used for TEM analysis, purchased from Agar

Scientific (UK). FTIR measurements were recorded on a Bruker Alpha-T spectrom-

eter (Bruker Optik GmbH, Germany). Fluorescence microscopy was done with a

Zeiss LSM 880 confocal laser scanning microscope (Germany). Rhodamine 6G,

purchased from Sigma Aldrich (USA), was used as the reference for determining

the QY of the QDs.

UV-vis absorbance

The absorbance spectrum of the L-cysteine capped QDs is shown in Figure 2.9.

The broad absorbance spectrum is characteristic of QDs. The two absorption

wavelengths indicated on the spectrum were of importance during this study.

Firstly, 470 nm was the excitation wavelength used for fluorescence emission

monitoring during synthesis and for characterization purposes. While synthesising

QDs the absorbance spectrum is not known but tracking the fluorescence emission

as the particles grow is necessary; 470 nm is therefore a ‘safe’ choice for excitation

since most QDs absorb well at this wavelength. The second important wavelength

was 532 nm since this was the wavelength of the laser in the optical tweezer setup

used for excitation (see Section 3.2.1 for detail).
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Figure 2.9: UV-vis absorbance of L-cysteine capped CdSe/ZnS QDs in
water.

Fluorescence emission

The normalised fluorescence spectra of the CdSe, CdSe/ZnS and L-cysteine capped

CdSe/ZnS QDs are shown in Figure 2.10. The inset in Figure 2.10 shows the

appearance of these QDs under UV-light. The fluorescence emission peak of

the core was at 574 nm, the shell was then added and allowed to grow until

the emission was 584 nm. The shell growth therefore caused a red-shift of 10

nm in the fluorescence emission. A further red-shift of 18 nm was seen upon

functionalization of the QD surface with L-cysteine which resulted in a final QD

product with a fluorescence emission peak at 602 nm. As expected, the emission

spectra were symmetrical and narrow; the full width at half maximum (FWHM)

of the L-cysteine capped QDs was 37 nm.
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Figure 2.10: The normalized fluorescence intensity (excitation wavelength
470 nm) of the hydrophobic CdSe QDs, the hydrophobic CdSe/ZnS QDs (in
chloroform) and the L-cysteine capped CdSe/ZnS QDs in water. The inset
shows the appearance of these QDs under UV-light in order of increasing
emission wavelength.

Quantum yield

As mentioned in Section 2.1.3, the QY of a fluorophore is the ratio of emitted

photons to absorbed photons. The comparative method was used to determine

the QY (ΦQD) of the QDs using rhodamine 6G (Rh) as the reference [44,73].

ΦQD = Φstd ·
(
FQD

Fstd

)
·
(
Astd

AQD

)
·
(
n2
QD

n2
std

)
, (2.2)

where F is the integrated fluorescence intensity, A the absorbance at the excitation

wavelength and n the refractive index of the solvent used for the standard Rh

sample (std) and the QD sample.

To more accurately determine the QY of the QDs (relative to Rh), the absorbance
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and fluorescence emission spectra of the L-cysteine capped CdSe/ZnS QDs and the

standard Rh were determined at five different concentrations (see Figures 2.11a

and b). In order to minimize re-absorption effects in the samples, the absorbance

at the excitation wavelength (505 nm) was kept below 0.1 for all samples. By

plotting the integrated fluorescence intensity against the absorbance for the QD

and Rh samples and determining the gradient (see Figure 2.11c), Equation 2.2

can be rewritten as

ΦQD = Φstd ·
(
gradientQD

gradientstd

)
·
(
n2
QD

n2
std

)
. (2.3)

Using Equation 2.3 to calculate the QY of the QDs with the gradients reported

in Figure 2.11c, the absolute QY of Rh in water given by Φstd = 0.90 [74] and

nQD = nstd = 1.333, the QY of the L-cysteine capped CdSe/ZnS QDs was

determined to be 48%. Even though the comparative method is well-established

for determining QYs, the QY reported by this method must only be used as an

estimation since many factors can influence the results [73].
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Figure 2.11: Quantum yield determination. a) Absorbance and b) flu-
orescence emission spectra of L-cysteine capped CdSe/ZnS QDs (orange
graphs) and rhodamine 6G (green graphs) samples of different concentrations
(in water). c) Linear plots of the integrated fluorescence intensity against
absorbance of the QDs and rhodamine 6G (Rh) used for the quantum yield
calculation.
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TEM analysis and size-distribution

TEM analysis was carried out to determine the morphology and size distribution

of the core and core/shell QDs. From the TEM images of the hydrophobic CdSe

and CdSe/ZnS QDs, shown in Figure 2.12a and b, it is clear that the QDs were

spherical and monodispersed (in chloroform). Between 700-800 particles on a TEM

image were used to determined the size distribution of the core and core/shell QDs

using the image processing software ImageJ. These size-distributions are shown

as insets in Figure 2.12. The core QDs had an average diameter of 3.8 ± 0.4 nm

(average ± standard deviation). The core/shell QDs were 5.2 ± 0.6 nm in diameter,

confirming successful coating with a thin ZnS shell approximately 1.4 nm thick.

The size distribution of the core was narrower than that of the core/shell QDs, as

can be seen from the fitted Gaussian curves.

The TEM image of the L-cysteine capped CdSe/ZnS QDs is shown in Figure 2.13.

The water-soluble QDs are less dispersed than the hydrophobic QDs due to

hydrogen bonding that exists between the L-cysteine molecules on the surface of

these QDs. The change in agglomeration behaviour confirmed a change in the

capping agent of the QDs.
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Figure 2.12: TEM images of a) CdSe QDs and b) CdSe/ZnS QDs with
their corresponding size distributions. The average diameter of the core and
core/shell QDs were 3.8 ± 0.4 nm and 5.2 ± 0.6 nm, respectively.
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Figure 2.13: TEM images of L-cysteine capped CdSe/ZnS QDs. These
water-soluble QDs are less dispersed than the hydrophobic QDs due to the
hydrogen bonding that exists between the L-cysteine molecules on the surface
of the QDs.

FTIR analysis

In order to determine the surface chemistry of the QDs and to confirm the success

of the ligand exchange reaction, FTIR spectra of the hydrophobic QDs, L-cysteine

capped QDs, pure TOPO and L-cysteine were measured – see Figure 2.14. Before

assigning the peak positions to the vibrational modes of the molecules, three

main observations of these spectra are considered. Firstly, all the spectra and

peak positions correspond well to reported literature [70, 72,75–78]. Secondly, the

spectra of the core and core/shell QDs for both the hydrophobic and water-soluble

QDs are almost identical, confirming that FTIR analysis of nanoparticles mainly

gives information on the surface chemistry (not the core or shell) of these particles.

Lastly, the spectra of the hydrophobic QDs match well to the spectrum of pure

TOPO, whereas the spectra of the water-soluble QDs are completely different

(confirming a change in capping agent) and corresponds to the spectrum of pure
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L-cysteine. Therefore, by comparing these spectra to literature and to each other,

the success of the syntheses was confirmed.

The spectrum of TOPO shows peaks at 2918 and 2849 cm−1 corresponding to the

symmetric and asymmetric stretching of the CH2 groups in the alkyl chains. These

peaks are also seen in the spectra of the TOPO capped hydrophobic QDs. The

characteristic P O and P C stretching of pure TOPO were observed at 1145 and

1464 cm−1, respectively. The absence of the P O peak in the hydrophobic QDs

confirms the coordination of TOPO to the QD surface. The peaks at 1530 and

1434 cm−1 in the hydrophobic QD spectra can be ascribed to the P C stretching

of coordinated TOPO [76].

The C O and C O stretches of the carboxylic group in L-cysteine are seen around

1550 and 1390 cm−1 in the L-cysteine capped QDs and the broad peak ∼3200 cm−1

is from the O H stretch. The S H vibration (2550 - 2750 cm−1) of L-cysteine

disappeared in the spectra of the L-cysteine capped QDs confirming covalent bond

formation between L-cysteine and ZnS for the CdSe/ZnS QDs and the formation of

Cd S in the water-soluble CdSe core QDs [75]. The FTIR analysis verified (along

with the other characterization techniques) the successful synthesis of L-cysteine

capped CdSe/ZnS QDs.
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Figure 2.14: FTIR spectra of the hydrophobic and L-cysteine capped core
and core/shell QDs as well as the spectra of TOPO and L-cysteine.
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2.2.3 Method optimization

The QD synthesis was repeated four times with only slight changes in the method

followed. The four repetitions are referred to as batches 1, 2, 3 and 4. This

section focuses on observations made during the syntheses and addresses some

important steps that needed to be followed to make good quality QDs. The detail

of the reaction conditions and properties of each batch of QDs can be found in

Table A.1. The optimization process mainly focused on 1) ensuring the QDs have

an appropriate fluorescence emission wavelength (≥590 nm) for our application

and 2) that the QD sample is monodispersed with no agglomerates present (in

order to uniformly coat the micro-sized beads as discussed in Section 2.3).

Precursor mixing

Thorough mixing of the precursor solutions is important. In order to properly

dissolve the TOPO in the selenium precursor, the ODE and TOPO were heated

to 80◦C and mixed until a colourless solution formed before the Se powder was

added.

Previous methods followed by our research group suggested making the precursor

solutions a day before the QD synthesis and mixing them overnight [72]. This was

done for both batches 1 and 2 and worked well for batch 1; however batch 2 was

made on a much colder day than batch 1 and the Se-precursor solidified overnight,

which might have had an influence on the nucleation process. Since our laboratory

is not temperature controlled, the precursor solutions for the next two batches

were mixed at 40 ◦C for 5 hr to increase the reproducibility of the method and

make it less dependent on the fluctuating ambient temperature.
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Nucleation temperature

As mentioned in the method (Section 2.2.1), the CdO solution was first stirred at

260 ◦C to form a colourless solution, the exact temperature of this step was not as

important since the only goal was to obtain the colourless Cd-OA solution. How-

ever, nucleation of CdSe QDs was activated when the Se-precursor was added, for

this step the exact temperature was crucial. Nucleation was done at a temperature

between 255-265 ◦C and reported as ∼ 260 ◦C since the exact temperature was

difficult to control with the mechanical heating mantle. A difference in nucleation

can, however, be seen when comparing the fluorescence emission of the CdSe core

QDs of batches 3 and 4 summarized in Table 2.1. For both these batches, 25 mL of

the Se-precursor was added to the colourless Cd-OA solution at a temperature of

around 260 ◦C, but the temperatures probably were not exactly the same. After 1

min of core growth, batch 3 had a fluorescence emission peak at 531 nm compared

to 562 nm for batch 4. Interesting enough, after 15 min of core growth, the QDs

of batch 3 were larger with emission at 591 nm compared to the emission of 574

nm for batch 4. Temperature was not the only factor that could have influenced

the nucleation and growth of the QDs but it played a big role; another factor that

might have influenced the nucleation was the injection speed of the Se-precursor.

Table 2.1: Comparison of CdSe QD nucleation and core growth of batches
3 and 4.

Growth time Fluorescence emission peak (nm)
(min) Batch 3 Batch 4

1 531 562
2 553 567
5 563 571
10 580 573
15 591 574
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The extreme sensitivity of QD formation to conditions like temperature is what

makes reproducibility difficult. More investigation and experiments are necessary

to make a definitive conclusion on the influence of temperature (and other factors)

on nucleation and growth of the core QDs.

Addition of extra shell precursor

For the first batch of QDs, the CdSe core grew to have a fluorescence emission

peak of 570 nm before 10 ml of each shell precursor was added. After 75 min

of shell growth, the emission peak stabilized at 588 nm. Since we aimed for an

emission peak maximum of 595 nm, as mentioned in the introduction of Section

2.2, another 7 ml of each shell precursor (Zn and S) was added and the shell was

left to grow for another 20 min (this was repeated once more). The results are

summarized in Table 2.2. The addition of more shell precursors, however, did

not increase the QD size by epitaxial growth since the fluorescence emission peak

stayed at 588 nm. The TEM images of batch 1, see Figure 2.15, showed that

although single QDs were observed, a lot of large agglomerations were present in

the sample. These agglomerations were most likely due to the extra Zn and S

added that formed particles themselves. To prevent these agglomerations, all the

shell precursors were added at once in the subsequent synthesis attempts (batches

2-4) and the large agglomerations were absent in these samples.
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Table 2.2: Fluorescence emission peak monitoring throughout the QD
synthesis of batch 1.

Growth time (min)
Fluorescence emission

peak (nm)
CdSe core

15 570
Added 10 ml of Zn and S precursors

5 587
15 590
30 586
50 588
75 588

Added 7 ml of Zn and S precursors
20 588

Added another 7 ml of Zn and S precursors
20 588

Figure 2.15: TEM images of a) individual QDs and b) large agglomerations
present in the sample of batch 1 due to the addition of extra Zn and S
precursor.
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Purification of QDs

The purification of the L-cysteine capped QDs can be rigorous and time consuming,

but is a crucial step in order to have a monodispersed QD sample. Figure 2.16a

shows the appearance of crude L-cysteine capped CdSe/ZnS QDs before purification.

The crude sample is clumped together with many impurities between the QDs

that no individual QD can be seen. The large surface area of QDs gives organic

impurities a lot of space to attach to the QDs and therefore the need for thorough

purification. Figure 2.16b shows the TEM image of purified L-cysteine capped

QDs where individual QDs are visible.

Batches 1 and 2 required a lot of purification. Different washing solvents were

used: acetone, chloroform, methanol, ethanol and a acetone:chloroform:water 2:1:1

mixture. For batch 2 it was necessary to repeat the purification by centrifugation

steps up to 17 times with different solvents to remove all the impurities. To make

the final purification step easier, the hydrophobic CdSe/ZnS QDs were purified by

Figure 2.16: TEM images of a) crude and b) purified L-cysteine capped
CdSe/ZnS QDs.
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centrifugation with methanol before the ligand exchange reaction; this was done

for batches 3 and 4. Including this step significantly reduced the purification time

for the final L-cysteine capped QDs and only ethanol (×4) and acetone (×2) were
used as washing solvents as reported in Section 2.2.1.

Fluorescence quenching

After purification of the L-cysteine-capped CdSe/ZnS QDs, their fluorescence

intensity was quenched. Figure 2.17 shows the appearance of the L-cysteine before

and after purification under ambient and UV light. From the appearance of these

QDs under the UV-light it is clear that the QDs have diminished fluorescence

intensity. However, after the QDs were dried and redispersed in water, it was

observed that the fluorescence intensity recovered after some time. Figure 2.18

shows the fluorescence intensity of the L-cysteine capped CdSe/ZnS QDs as it

Figure 2.17: Appearance of L-cysteine capped CdSe/ZnS QDs under
ambient and UV-light showing fluorescence quenching after purification
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recovered over a period of six days. The first measurement was taken directly after

the purified QDs were redisperesd in water.

This quenching phenomenon can be explained by the research published by Noh et

al. [79]. In this work they showed that the fluorescence of water-soluble CdSe QDs

quenched when the QDs formed aggregates. The quenching of our QDs happened

towards the end of the purification process. While purifying, the QD concentration

increases since the QDs are precipitated out of the deionized water used during

the ligand exchange reaction. The crude QDs were dispersed in about 200 ml of

deionized water after the ligand exchange reaction; whilst at the end of purification

the QDs were dispersed in only 10 ml of acetone before they were left to dry

in the fume hood. We know that the L-cysteine capped QDs exhibit hydrogen

bonding and tend to clump together. It can be hypothesized that the L-cysteine

QDs formed aggregates when highly concentrated and dispersed in acetone which

caused the fluorescence quenching. When the QDs were redispersed in water

the aggregates dispersed and the fluorescence emission recovered. Although this

explanation of the quenching phenomenon of our QDs is supported by literature,

more investigation is required to confirm the hypothesis. It is critical however to

ensure that the the fluorescence intensity of the QDs is stable before using them

as sensors.
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Figure 2.18: Fluorescence intensity recovery of L-cysteine capped CdSe/ZnS
QDs over six days. The photo insets show the appearance of the sample
under UV-light on certain days.

2.3 Synthesis of QD-tagged beads

This section reports on the coupling of the L-cysteine capped QDs to micro-sized

polymer beads. Single QDs with a diameter of 5.2 ± 0.6 nm are too small to be

trapped in our optical tweezer setup (discussed in Chapter 3), therefore, bead-

assisted chemistry was used. Polymer beads with a diameter of 2 µm were coated

with the QDs to create a fluorescent probe suitable for optical trapping.

Section 2.3.1 gives a description of the synthesis method followed in order to couple

the QDs to the bead surface and Section 2.3.2 reports on the characterization of

the QD-tagged beads. The coupling method was optimized by five repetitions

with modifications each time, to ensure high-quality fluorescent probes which are

discussed in Section 2.3.3.
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2.3.1 Method

Chemicals

N-(3-dimethylaminopropyl)-N’-ethylcarbodiimide hydrochloride (EDC) and N-

hydroxysuccinimide (NHS) were purchased from Sigma Aldrich (USA). L-cysteine

capped CdSe/ZnS QDs were prepared as discussed in Section 2.2. InvitrogenTM

2 µm carboxyl functionalized latex beads were purchased from Thermo Fisher

Scientific (South Africa). Deionized water used during the syntheses was from an

in-house Drawell Eco-Q deionized water system (China).

EDC/NHS chemistry

Figure 2.19 illustrates the coupling reaction of the QDs and micro-sized beads.

Well-known and widely used EDC/NHS chemistry was used to bond the QDs

to the surface of the polymer beads. The commercial polymer beads were made

from polystyrene and were functionalized with carboxyl groups on the surface; the

carboxyl group on the bead and the primary amine group of the L-cysteine on the

Figure 2.19: The coupling reaction of L-cysteine capped QDs to the surface
of micro-sized beads through EDC/NHS chemistry.
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QDs were used to form a covalent bond between the bead and the QDs.

The reaction scheme of the EDC/NHS conjugation reaction is given in Figure 2.20.

EDC reacts with the carboxyl groups on the micro-sized polystyrene bead to form

an active O-acylisourea intermediate. In an aqueous solution, this intermediate

can undergo hydrolysis to regenerate the carboxylic acid and form an isourea

byproduct; this unwanted reaction can be minimized by adding excess EDC [80].

NHS is added to stabilize the intermediate; the NHS-ester intermediate reacts

readily with amine nucleophiles, like the primary amine from the L-cysteine group

on the QDs, to form the stable amide conjugate [81].

Figure 2.20: EDC/NHS crosslinking reaction scheme. A three-step re-
action where EDC first reacts with carboxylic acid to form an unstable
O-acylisourea intermediate. The addition of NHS creates a more stable
NHS-ester intermediate which then reacts readily with an amine-containing
molecule to form the amide conjugate.

For the coupled product to be a successful fluorescence probe it must meet some

requirements. Firstly, the synthesis of the QD-coupled beads must be reproducible,

this is important since each batch of fluorescent probes must give the same response

when detecting an analyte. Another requirement is that the beads must be evenly

and consistently coated with the QDs throughout the sample. The beads must
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also be coated with enough QDs so that the fluorescence emission coming from

a single bead can be detected by a photo-detector in the optical tweezer setup.

A final requirement is that the coupled sample cannot have any impurities in it

that could potentially influence the fluorescence emission coming from the coupled

beads, like excess unreacted QDs or large agglomerations of QDs.

The coupling reaction method was optimized to meet all the above mentioned

requirements (see Section 2.3.3 for the optimization process). The final optimized

procedure was as follows:

The optimized coupling method

2.5 ml of EDC (0.1 M) and 2.5 ml NHS (0.1 M) were added to 50 µl of the polymer

beads (diluted in 1 ml water) and stirred for 30 min in an ice bath to activate the

carboxylic acid groups on the beads. Excess EDC was removed by centrifugation

with deionized water. After centrifuging, the activated beads were redispensed in

4 ml water and 3 mg of QDs was added. The QDs were dispersed in 4 ml water

before the coupling reaction in order for the fluorescence intensity to fully recover

(see Section 2.2.3). The coupling reaction was left to proceed in an ultrasonic bath

for 3 h to ensure even coating of the QDs on the beads. The QD-tagged bead

product was purified by centrifugation with water (×3) and stored in deionized

water in the fridge.

2.3.2 Characterization

The characterization of the QD-tagged beads is presented in this section. The

most important characterization method was TEM analysis since the success of

the reaction and the amount of QDs on the surface of the beads were determined

through this method. Other characterization techniques included absorbance,

fluorescence emission, FTIR analysis and fluorescence microscopy.
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TEM analysis

TEM images of uncoated commercial polymer beads and the QD-tagged beads are

compared in Figures 2.21a and b. The appearance of a whole bead and the surface

of the uncoated and tagged bead are shown in this figure. The commercial beads

were spherical and had an average diameter of 1.88 ± 0.02 µm, determined by

analysing the TEM images with ImageJ; this corresponds well with the size of 1.9

µm stated by the manufacturer. The uncoated polymer beads had a smooth surface

whereas the surface of the QD-tagged beads were rough or ‘fuzzy’ confirming the

success of the coupling reaction. The distribution of the QDs on the surface was

fairly uniform with no large aggregates present.
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Figure 2.21: TEM images of a) an uncoated polymer bead and b) a QD-
tagged bead. The TEM image of a whole bead and the surface of a bead are
shown. The surface of the uncoated bead is smooth whereas the presence of
the QDs can be observed on the surface of the QD-tagged bead.

Figure 2.22 shows the reproducibility of the QD-tagged bead synthesis. Firstly,

to test that the QD coating is uniform for the beads in a synthesis batch, the

surface of different beads in that sample was imaged (reproducibility within a

sample). Secondly, to test whether the QD coating is consistent when repeating the

synthesis, the surface of beads in three different batches was imaged (reproducibility
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between samples). These TEM images are shown in Figure 2.22, the rows represent

different beads within the same sample and the columns represent the beads

between different samples. These TEM images confirmed that the QD coating on

the beads was sufficiently uniform and consistent for different samples.

Figure 2.22: Reproducibility test within a sample (rows) and between
samples (columns) of the QD-tagged bead synthesis. The reproducibility of
the coupling reaction is demonstrated by the TEM images of the surface of
three QD-tagged beads in three different samples.
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Absorbance and fluorescence emission

The absorbance and normalized fluorescence spectra of the QD-tagged beads are

shown in Figure 2.23. The coupling reaction caused a slight blue shift in the

fluorescence emission peak of the QDs from 602 nm to 597 nm.

Figure 2.23: Normalized fluorescence emission at λexcite = 470 nm (red
line) and absorbance (green dashed line) of the QD-tagged beads in water.

FTIR analysis

Figure 2.24 compares the FTIR spectra of the two starting materials (L-cysteine

capped QDs and the polystyrene beads) with the QD-tagged bead product. The

spectrum of the product is dominated by the beads with the addition of two

new peaks at 1733 and 1220 cm−1. These peaks can be ascribed to the amide

linkage formed between the carboxylic acid on the beads and the L-cysteine on

the QDs with the C O stretch corresponding to 1733 cm−1 and C N to 1220

cm−1 [82–84].
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Figure 2.24: FTIR spectra of the QD-tagged beads, uncoated commercial
beads and L-cysteine capped QDs.

Fluorescence microscopy

The appearance of the QD-tagged beads under the confocal microscope is shown

in Figure 2.25. This technique allows the visualization of the presence and spread

of the QDs on the surface of the beads (excitation wavelength of 532 nm). It is

clear that the QDs are concentrated on the surface of the spherical beads (with a

2 µm diameter).
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Figure 2.25: QD-tagged beads under the fluorescence microscope.

2.3.3 Method optimization

The QD-tagged bead synthesis was repeated five times with slight changes in the

method followed. The five repetitions are referred to as attempts 1 to 5 (not to

be confused with the QD syntheses which were referred to as batches 1–4). This

section focuses on observations made during the syntheses and addresses some

important steps that needed to be followed to make high quality QD-tagged probes.

The detail of the reaction conditions for each attempt of QD-tagged bead synthesis

can be found in Table A.2.

Order of steps

In one of the initial attempts of the coupling reaction, the whole reaction was

carried out in one beaker without washing the activated beads before adding the

QDs. After TEM analysis of this attempt, it was soon realized that the unreacted

EDC in the beaker activated not only the carboxyl groups on the beads but also

the carboxyl groups of the L-cysteine on the QDs. These activated QDs then

reacted with themselves and formed large aggregates. Figure 2.26a shows a TEM
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image of this attempt. As can be seen, the QDs did couple to the beads but the

coating was very uneven with some of the large aggregates attached to the beads

and others not. For the next attempt, the activated beads were washed with water

before adding the QDs to remove any access EDC; the TEM image of the product

from this attempt is shown in Figure 2.26b. The large aggregates were absent in

this attempt and the QD coating on the beads was much more uniform.

Figure 2.26: QD-tagged bead sample a) when EDC was present throughout
the reaction and b) when excess EDC was removed before adding the QDs.
In a) the carboxyl groups on the QDs were activated causing the QDs to react
with themselves to form large agglomerations. In b) the excess EDC was
removed before adding the QDs preventing formation of large agglomerates.

The activated beads were washed with deionized water, therefore, it is important

to add the NHS before washing since the unstable O-acylisourea intermediate can

undergo hydrolysis to reform the carboxylic acid. As explained previously, the

NHS-ester is more stable towards hydrolysis. The order in which the reactants are

added is therefore critically important in EDC/NHS chemistry.
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QD coating

As mentioned in Section 2.3.1, for the QD-tagged beads to be successful fluorescent

probes it is necessary that the coating of the QDs is uniform and consistent.

Initially it was difficult to obtain a uniform QD-coating throughout the sample and

even over a single bead. Consider the bead in Figure 2.27a, the amount of QDs on

the surface of this bead ranged from almost nothing on the one side to large clumps

on the other. The inconsistency in the QD coating throughout a QD-tagged bead

sample is further demonstrated in Figure A.1 where beads in the same sample

were imaged having no QDs to large agglomerates of QDs on their surface. In

attempt to solve this problem, the amount of QDs added during synthesis was

increased, this however had very little effect on the QD coating and did not improve

the distribution consistency (see Figure A.2). The uniformity however greatly

improved when the reaction was done in an ultra-sonic bath compared to the

previous attempts that used only a magnetic stirrer bar, as shown in Figure 2.27b.

The reason for the improvement is again the tendency of the L-cysteine capped

QDs to clump together because of hydrogen bonding. By sonicating the reaction,

the QDs were more dispersed during the coupling reaction and coated the beads

more uniformly. The sonication greatly improved the reproducibility as can be

seen by comparing Figure A.1 with the reproducibility of the optimized synthesis

shown in Figure 2.22.
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Figure 2.27: QD-tagged bead showing a) non-uniform coating and b) uni-
form coating. The inconsistency of the QD-coating was avoided by performing
the reaction in an ultra-sonic bath rather than only stirring.

Purification solvent and storage

Lastly, I would like to point out the importance of carefully studying the system

under investigation before attempting a synthesis. For example, in attempt 1 of

the coupling reaction, the QD-tagged beads were purified with acetone in order to

speed up drying of the product in the fume hood (same as in the QD synthesis).

A solid product is usually preferred because of the ease of weighing and preparing

solutions with known concentrations. The TEM analysis of attempt 1, however,

showed no intact beads only a mass of product and the success of the coupling

could not be determined (refer to Figure A.3). The polymer beads were deformed/

dissolved by the acetone used for purification as confirmed by the TEM images

of commercial beads dispersed in acetone; compare Figures 2.28a and b where

the beads were dispersed in water and acetone, respectively. The beads left in

acetone deformed and merged into each other, whereas the beads in water were

spherical with clearly defined edges. For the rest of the attempts, only water was
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used for purification and the product was stored in deionized water in the fridge.

The choice of acetone as washing solvent was based on the QD synthesis but was

incompatible with the new reactant (polymer beads) of this system.

Figure 2.28: Commercial polymer beads dispersed a) in water and b) in
acetone. In b) the acetone dissolved the polymer beads causing them to
deform and merge together.

2.4 Atrazine sensing

To prove the QD-tagged beads can be successful fluorescence sensors, they were

used to detect atrazine, a herbicide with risks to human health. This method is

however not limited to atrazine sensing; as mentioned previously a wide range of

analytes can be detected with QD sensors. This section starts with a discussion

on the importance of atrazine monitoring in the environment and concludes with

the detection of atrazine using the QD-tagged beads.
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2.4.1 Background

Atrazine is a synthetic pre- and post-emergent herbicide, developed in the early

1950s and was first commercially sold in the United States in 1959 [85]. This

herbicide is used to control broadleaf weeds in maize, sugarcane, sorghum and wheat

crops with maize being predominant [86,87]. It disturbs the natural photosynthesis

process of weeds thereby inhibiting their growth [88]. Atrazine is still one of

the most widely utilized pesticides worldwide because of its effectiveness and low

cost [88, 89].

The usage of atrazine is however controversial because of its ability to contaminate

the environment and the risks it imposes to non-target organisms. Atrazine’s

potential to contaminate surface and ground water is mainly due to its high

mobility and long half-life [90]. Atrazine is moderately soluble in water (33 µg/ml

at 22 ◦C) and poorly adsorbed in soil, thus contaminating the ground water by

leaching and runoff [85, 89]. The half-life of atrazine in water and soil is highly

dependent on the sample conditions and can range from a few weeks to several

years depending on the pH, temperature, concentration, light exposure and soil

type [85,86,91]. The metabolites of atrazine have varying persistence and can be

more toxic than atrazine itself [89]. Two atrazine degradation products that have

been detected in surface water are desisopropyl atrazine and desethyl atrazine [91].

Atrazine is classified as an endocrine disruptor, causing hormonal imbalance in

animals [86, 92]. This herbicide can also cause hermaphroditism in frogs and

can induce transgenerational health risks in fish and rats [92–94]. Other studies

reported chromosomal abnormalities and estrogenic dysfunction in mammals due

to atrazine [89, 95]. The carcinogenicity of atrazine is an ongoing debate, some

studies have established a correlation between cancer and atrazine exposure while

others concluded that there is “inadequate information to assess carcinogenic
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potential” [95, 96]. Other impacts of atrazine on aquatic fauna and flora and

non-target plants have been extensively investigated and reviewed [86,88,89,97].

The use of atrazine is banned in several countries and was banned by the European

Union in 2004 because of its health and environmental concerns [98].

The main users of atrazine currently are the United States, China, Brazil and

India [88]. A recent study investigating the presence of pesticides in surface water

from 2012 to 2019 found that atrazine was the most detected herbicide in surface

water globally [91]. Although banned in the EU, atrazine was recently found

in the surface waters of Spain, Greece and Portugal showing the importance of

monitoring this herbicide even in countries where it is banned [91].

South Africa is one of the largest users of pesticides in sub-Sahara Africa where

1014 tons of atrazine was sold in 2009 [90]. A study by Dabrowski, Shadung

and Wepener in 2014 identified atrazine as the most hazardous pesticide in South

Africa. This result was obtained after considering the potential toxicity, mobility

and use of more than 152 pesticides [90]. Another recent article reported the

presence of atrazine in the tap water of a school in Mpumalanga, South Africa [99].

Monitoring the concentrations of atrazine in ground and surface water is therefore

necessary in order to prevent the risk of human exposure.

2.4.2 Atrazine detection with QD-tagged beads

Firstly, an outline is given of the procedure followed for fluorescence sensing of

atrazine. To prepare the QD sensor solution, the QD-tagged beads were dissolved

in deionized water and were sonicated for 10 min to ensure thorough dispersion

of the QD-tagged beads. To prevent self-quenching during sensing, a dilute QD-

tagged bead concentration of 25 g·L−1 was used. 0.5 mL of the respective standard

atrazine solution (concentrations ranged from 5 to 25 ×10−7 M) was added to 1.5
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mL of the sensor solution, and was left to interact for 5 min before measuring

the fluorescence emission (PESTANAL®, analytical grade atrazine standard was

purchased from Sigma Aldrich, USA). An excitation wavelength of λexcite = 470 nm

was used for all fluorescence measurements. The fluorescence emission spectra are

shown in Figure 2.29a where a quenching effect of the QD fluorescence intensity

was seen due to the interaction of atrazine (a higher atrazine concentration caused

a larger decrease in the fluorescence intensity).

To setup a linear calibration curve, F0/F was plotted against atrazine concentration

in Figure 2.29b. F and F0 refer to the fluorescence intensity peak of the solution

with and without atrazine, respectively. A good linearity was obtained with a

R2 = 0.96. The guideline limit from the World Health Organization of atrazine

in water is 4.6×10−7 M [72], thus the concentrations of atrazine used here are

in the required range for regulatory tests. For the purpose of this study, the

test presented here was sufficient to confirm that sensing with the synthesised

QD-tagged beads is possible. The sensing process may be further optimized in the

future with regards to sensor concentration, pH and interaction time, and then

continuing with real water analysis [72].

Note that here the detection of atrazine was done through bulk analysis, meaning

the fluorescence emission of a solution of QD-tagged beads was measured. This

suffices as proof that sensing is possible with these probes. However, for single

particle analysis (the fluorescence emission of an individual QD-tagged bead)

this sensing process will need to be repeated and optimized in the single particle

analyser (optical tweezer).

58



2.4. ATRAZINE SENSING

Figure 2.29: a) Fluorescence emission spectra of the QD-tagged beads in
the presence of different atrazine concentrations. The fluorescence intensity
of the QDs was quenched in the presence of atrazine. b) A linear calibration
graph showing F0/F against the atrazine concentration where F0 and F are
the fluorescence peak intensity of the QD-tagged sample without and with
atrazine, respectively.

59



2.5. CHAPTER SUMMARY

2.5 Chapter summary

This chapter started with a review of quantum dots and their properties. The

synthesis of L-cysteine capped CdSe/ZnS QDs and the coupling thereof to micro-

sized beads were presented. The optimization process of these methods were

discussed and the importance of some synthesis steps was highlighted. Various

characterization techniques were presented to confirm the structural an optical

properties of the QDs and QD-tagged beads. Finally, these synthesized QD

fluorescent probes were used to detect atrazine (a harmful herbicide).
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Chapter 3

Optical tweezers

Optical tweezers make use of tightly focused light to trap and manipulate nano- to

micro-sized particles in a non-contact manner. This technique has found countless

applications in the fields of physics and biology ever since its advent in 1970 by

Arthur Ashkin [100]. The invaluable contribution of this invention to science won

its creator the 2018 Nobel Prize in Physics [101].

This chapter starts by explaining the basic concepts of optical tweezers (Section 3.1).

The experimental setup and trapping results are shown in Section 3.2 and the

technical details of combining optical tweezers with fluorescence spectroscopy are

discussed in Section 3.3.

3.1 Fundamentals of optical tweezers

A few fundamental aspects of optical tweezers are discussed in this section to better

understand their working. The discussion includes a description of the beam shape

and propagation of the most common trapping beam, i.e. the Gaussian beam

(Section 3.1.1). Theoretical models of the trapping forces based on the particle

size are given in Section 3.1.2. The essential optical components needed to build

an optical tweezer are described in Section 3.1.3. Finally, in Section 3.1.4 some

applications of optical tweezers are discussed.
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3.1.1 The Gaussian beam

Gaussian beams get their name from their intensity profiles being a Gaussian

distribution in all the planes normal to the propagation direction. Gaussian beams

are the output beam of most lasers, including laser pointers, and are routinely

used as the trapping beam in optical tweezers. The intensity of a Gaussian beam

is given by

I(r, z) = I0 exp

(
−2
(

r

ω(z)

)2
)
, (3.1)

where I0 = 2P
πω2(z)

is the maximum intensity, P is the power of the beam, r the

radial coordinate and ω the beam width which depends on the propagation distance

z. Figure 3.1 shows the intensity profile of a Gaussian beam; as illustrated the

intensity of the beam changes and the most intense part of the beam is at the

centre. This intensity gradient of the Gaussian beam is an important property

necessary for optical trapping.

Figure 3.1: The radial intensity of a Gaussian beam.

The width of the beam is defined as the radius at which the field amplitude falls

to 1/e of the axial value (i.e. the intensity falls to 1/e2). As mentioned above,

the width of the Gaussian beam depends on the propagation direction (z), this
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relation is described by the following equation

ω(z) = ω0

√
1 +

(z − z0)2
z2R

, (3.2)

where zR =
πω2

0

λ
is called the Rayleigh length and ω0 the waist radius, i.e. the

beam width at z = z0. Figure 3.2 illustrates how the beam width changes with

propagation, the white lines illustrate the 1/e2 intensity boundary of the beam.

Gaussian beams are therefore subject to diffraction as they propagate, but their

intensity profile stays Gaussian.

Figure 3.2: Profile a Gaussian beam as it propagates in the z-direction,
with the 1/e2 boundary in white.

3.1.2 Forces in optical traps

Particles can be trapped by tightly focused light. The dynamics of a trapped

particle can traditionally be described by two forces, the scattering force and the

gradient force [102]. The former force is also known as the radiation pressure and

is due to the reflection of light incident on a particle. This scattering force acts on

the particle in the direction of light propagation, therefore, pushing the particle
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away from the beam. The gradient force is due to refraction of incident rays on

a particle; this force acts in the direction of the most intense region of the beam

(the spatial intensity gradient) and is also known as the trapping force. To obtain

a stable trap, the gradient force must dominate over the scattering force (in the

axial direction) which is only realized when a steep intensity gradient exists. The

fact that light carries linear momentum is the key to why it can exert a force on

a particle. In our macroscopic world, it is difficult to observe this property of

light but on microscopic scale, the force resulting from the change in momentum,

as light refracts through a particle, is large enough to overcome the Brownian

(random) motion of a particle and trap it.

The situation described above only holds when the refractive index of the particle

(np) is greater than that of the surrounding medium (nm). If the former is less

than the latter, the resulting gradient force will be in the opposite direction to

the intensity gradient, pushing the particle away from the beam. We will assume

np > nm unless otherwise stated.

The scattering and gradient forces, which are in the piconewton range, can be

described by different theories depending on the size of the particle being trapped

[103]. A brief overview of these theories is given below.

The ray optics regime

This regime, also known as the Mie-regime, models the trapping forces when

the radius (a) of the trapped particle is much larger than the wavelength of the

trapping laser (a≫ λ). Figure 3.3 illustrates what happens when two rays of light

refract through a transparent particle. When light refracts it changes direction

and therefore experiences a change in momentum. From Newton’s second law we

know that a change in momentum results in a force (or impulse) since F = ∆p/∆t.

And according to Newton’s third law the particle must then experience a force of

64



3.1. FUNDAMENTALS OF OPTICAL TWEEZERS

the same magnitude, but in the opposite direction. A ray of light with a higher

intensity will produce a stronger force acting on the particle. Therefore, when

a Gaussian beam is used for trapping, as depicted in Figure 3.3, the particle

experiences a net force towards the centre (the most intense region) of the beam.

The scattering force causes the trapping position to be slightly offset from the

centre. Without an intensity gradient, the particle cannot be trapped since the

gradient forces from refraction of the rays will cancel.

Figure 3.3: A net gradient force acts on the particles due to the refraction
of rays in the a) lateral and b) axial directions. The gradient force must
dominate to form a stable trap in the axial direction.

The forces can be calculated using simple ray optics [104]; the expressions for the

gradient and scattering forces of a ray with power P striking a spherical particle

are as follows

Fgrad(θ) =
nmP

c

{
R sin (2θ)− T 2 (sin (2θ − 2ϕ) +R sin (2θ))

1 +R2 + 2R cos (2ϕ)

}
, (3.3)
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Fscat(θ) =
nmP

c

{
1 +R cos (2θ)− T 2 (cos (2θ − 2ϕ) +R cos (2θ))

1 +R2 + 2R cos (2ϕ)

}
, (3.4)

where θ is the angle of incidence, ϕ the refraction angle and c the speed of light.

R and T are the Fresnel reflection and transmission coefficients of the particle

surface at θ, respectively. Here, it is assumed that the beam is incident at the

centre of the sphere and the relationship between θ and ϕ is given by Snell’s law

(nm sin θ = np sinϕ). The contribution of each force can be analysed by considering

the dimensionless parameter Q called the trapping efficiency, where Q = cF
nmP

(i.e.

the Q-value for each force is the expression in the curly brackets of Equations 3.3

and 3.4). Figure 3.4 compares the scattering and gradient forces for a range of

incident angles by plotting their trapping efficiencies or Q-values. The incident

angle of the rays is dependent on the numerical aperture of the objective lens [104].

Figure 3.4: Comparison of the gradient and scattering force at different
angles of incidence for a single ray striking a spherical particle (the ray optics
regime). For a stable trap the range where Qgrad is greater than Qscat is of
interest.
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The Rayleigh regime

The second case to consider is when the size of the trapped particle is much smaller

than the wavelength of the trapping light (a≪ λ). In this case, the particle can

be treated as a point dipole in an optical field [103]. As the light with a varying

electric field passes through the particle, dipoles are generated. The electric dipole

will experience a force in the inhomogeneous electric field. The forces can again be

separated into a gradient and scattering force. The gradient force is proportional

to the intensity gradient of the beam, whereas the scattering force is proportional

to the intensity of the beam [102]. The two forces for the case of a sphere are

given by the following expressions [102,105,106]:

Fgrad (r) =
2πnma

3

c

(
m2 − 1

m2 + 2

)
∇I (r) (3.5)

Fscat(r) =
8πnmka

6

3c

(
m2 − 1

m2 + 2

)2

I (r) (3.6)

where k = 2π
λ

is the wavenumber, m = np

nm
is the ratio of the refractive indices

of the particle and the medium, I(r) the intensity of the beam and ∇I(r) the

intensity gradient. Figure 3.5 is a plot of the gradient force (normalized) of a

Gaussian beam. Since the gradient force is proportional to the intensity gradient,

we see the force is a maximum where the intensity of the beam is the steepest.
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Figure 3.5: Normalized gradient force of a Gaussian beam in the Rayleigh
regime.

The Lorentz-Mie regime

The last regime closes the gap between the Rayleigh and ray optics theories. The

Lorenz-Mie regime is used to describe the forces on a particle with sizes comparable

to that of the laser wavelength (a ≈ λ), which is the case for most applications.

A more rigorous electromagnetic theory is required to describe this regime. One

such theory is the generalized Lorenz-Mie theory (GLMT) that can be used to

model the optical forces on homogeneous isotropic spherical particles [103]. The

GLMT is a well-known theory but requires a significant amount of computation;

the mathematical description of this theory can be found in [107] and [108]. A

second method, called the T-matrix formulation, is used to model optical forces on

spherical and non-spherical particles [109,110]. A complete comparison between

the GLMT and the T-matrix method is given by Gouesbet [111]. A mathematical

toolbox developed by Nieminen et al. that uses the T-matrix formulation was

used for all calculation in this regime [112]. This toolbox can be used to model the
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forces in an optical trap for Gaussian, Laguerre-Gaussian and Hermite-Gaussian

beams.

Figure 3.6 shows the graphs of the trapping efficiency of a spherical particle in the

lateral and axial positions in a Gaussian trap as a function of the displacements

in the respective directions. The trapping efficiency is defined the same as in

the ray optics regime, i.e. Q = cF
nmP

, where F is the force in newton, nm is the

refractive index of the medium and P the power of the laser. A polystyrene particle

(np = 1.59) is modelled in water (nm = 1.33), trapped by a laser of wavelength

λ = 532 nm and with a radius of λ (≈ 0.5 µm). We see in Figure 3.6 that the

maximum and minimum of each graph is observed at 0.5 µm. It is at these extreme

points that the greatest intensity gradient and therefore the largest restoring force

exists. From the graphs, it is clear that the trap strength is greater in the lateral

direction. The difference in magnitude of the maximum and minimum in the

z-direction (Figure 3.6b) can be explained by the presence of the scattering force

in this direction. This last regime completes the description of the forces in an

optical trap.

Figure 3.6: The force on a spherical particle (radius 0.5 µm) in a Gaussian
beam trap modelled by the T-matrix formulation. The trapping efficiency in
the a) lateral and b) axial position as a function of the displacement in the
respective directions.
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3.1.3 Optical components

An optical trap is usually created by tightly focusing a laser beam through an

objective lens with a high numerical aperture (NA). This can be achieved by a

relatively simple optical setup, Figure 3.7 illustrates the setup of a generic optical

tweezer. The important components thereof include a laser, a beam expansion

telescope, an objective lens, a sample holder and an imaging system.

Figure 3.7: A basic optical tweezer setup, which includes a trapping laser,
beam expansion telescope (lenses L1 and L2), a high NA objective, a sample
stage, an illumination source and a camera to image the sample. DM –
dichroic mirror.

70



3.1. FUNDAMENTALS OF OPTICAL TWEEZERS

The trapping beam is first expanded by a telescope in order to overfill the objective’s

back aperture. Overfilling the objective improves trapping by creating a high

intensity gradient at the focal point necessary for trapping [102]. The beam is

reflected off a dichroic mirror and directed through the objective lens from below

(i.e. an inverted microscope) where it focuses and traps a particle within the

sample. A light source illuminates the sample from above, the illumination light is

transmitted by the dichroic mirror and imaged to a CCD camera. Some important

aspects of each of these components are now considered.

Requirements of the trapping laser include single transverse output mode,

minimal power fluctuations and good pointing stability [102]. A single transverse

output mode, like the Gaussian mode, ensures that the laser beam can be tightly

focused. Pointing instability can cause the position of the trap to vary within

the sample, since the beam is focused to such a small spot. Whereas constant

power output is needed to prevent variations in the trap stiffness. Depending on

the optical setup and sample under investigation, a power output from 2 mW

to 1 W is sufficient for optical trapping, however tapping at lower powers is also

possible [113]. Lastly, the wavelength of the trapping laser can be in the visible to

near infrared range depending on the application, near infrared lasers are usually

chosen for biological samples since it incurs the least amount of damage to the

sample.

The success of the optical trap mainly depends on the ob-

jective lens, particularly on its numerical aperture (NA).

The NA of an objective is defined as

NA = n sinα , (3.7)

where α is half the maximum cone angle of light acceptance (see inset) and n the
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refractive index of the immersion medium (i.e. the medium between the objective

and the cover slip). A larger NA results in a larger angle of acceptance (α) meaning

a tightly focused beam. A NA between 1.2 and 1.4 is sufficient to create a stable

trap with a steep intensity gradient. High NA objectives are usually oil immersion

objectives since the oil has a refractive index close to that of the cover slip. For

the high NA objective to be used to its full potential it is important that the

beam slightly overfills the back aperture of the objective to create the tight focus.

The immersion medium (oil, water or glycerol) of the objective and its working

distance will limit the physical depth at which particles can be trapped within the

sample. A range of objective lenses are available with varying prices, where the

more expensive lenses show less spherical aberrations and each having a different

transmission at a specific wavelength [102]. All of these specifications need to

be taken into account when choosing an objective lens. The objective is most

commonly inserted in the optical setup as an inverted microscope, that is when

the laser beam is directed upwards through the objective (as in Figure 3.7). This

type of setup is the most stable since gravity works against the scattering force,

minimizing its effect [109].

To observe the trapping of the sample, the same objective lens is used to image

the sample plane to the CCD camera. The white light used for illumination

is focused by a condenser lens. The dichroic mirror reflects the trapping laser

light and transmits the imaging light; more color filters are usually necessary to

prevent overexposure of the camera. The CCD camera is used for digital video

microscopy to determine the position of the particle. Position detection can also

be done through photonic force microscopy that uses a quadrant photo detector.

The sample is commonly suspended in an aqueous medium, however experiments

have been conducted where the particles are suspended in gases or even in vacuum

[114]. The liquid sample containing a very low concentration of the particles is
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placed on a microscope slide and protected by a coverslip. The sample can be

placed on a piezoelectric stage that enables extremely sensitive movement of the

sample.

Optical tweezer setups usually include beam steering optics before the objective

lens which are used to control the position of the optical trap [102]. The beam

steering can be done mechanically by a simple mirror or digitally with more

sophisticated devices like a spatial light modulator (SLM) [113]. With SLMs

other properties of light like amplitude and phase can also be controlled, therefore

including these devices in the optical tweezer setup makes it more versatile and

gives it exciting applications, but is not essential for trapping [18]. More on SLMs

in Chapter 4. After implementing beam steering, a second telescope (4f-system) is

added to ensure the beam reaches the back aperture of the objective lens as shown

in Figure 3.8.

Figure 3.8: A 4f telescope is added after a beam steering device, like a
mirror of spatial light modulator, to ensure that the beam reaches the back
aperture of the objective lens. f1 and f2 are the focal lengths of L1 and L2,
respectively.

3.1.4 Applications

Optical tweezers have found broad-reaching applications in the fields of physics [109],

biology [11], spectroscopy [115] and nanotechnology [116]. This section touches on
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some of these innovative and invaluable applications, while additional uses and

detail on specific applications can be found in the given references.

Optical tweezers are ideal for studying biological molecules since they can manip-

ulate nanometer dimension matter and measure piconewton forces, which is the

range of inter- and intracellular forces of biomolecules [116]. Optical traps have

been used to model single- and double stranded DNA and RNA [117], describe

the folding process of nucleic acids [118], characterize the mechanochemistry of

myosin (a motor protein) [119] and observe the response of different biomolecules

upon exerting spatially resolved forces with the optical trap [116]. Single cells,

bacteria and viruses have also been studied in optical traps [120]. These are only

a few of the numerous applications of optical tweezers in life science which have

been extensively reviewed [15,116,120,121].

The combination of optical traps with other technologies such as SLMs [122],

microfluidics [123], plasmonics [120] and fluorescence spectroscopy [124] has made

optical tweezing a more powerful and versatile technique. In particular, the

combination of optical tweezers with single molecule fluorescence has made the

observation of chemical and structural changes possible within the optical tweezer

setup; Section 3.3 will elaborate on this technique. Optical traps created with

structured light beams have become a powerful technique called holographic

optical tweezers (HOT), a discussion on the advances of this technique is given in

Section 4.1.5.

Interesting and more advanced applications of optical tweezers include optical force

printing, where nanoparticles are positioned on a substrate in a controlled manner

by means of the scattering force [125], the trapping of gas microbubbles [109] and

liquid microdroplets [126] to better understand their properties and interaction

with other molecules. Optical tweezers are also being used to study the interaction
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of circular polarised light (which has chiral properties) with chiral matter, in

particular to use this polarised light to optically separate enantiomers [127,128].

Optical tweezing can be used to assemble micro- and nanostructures and actuate

micromachines which has made it an indispensable tool in nanotechnology and

optomechanics [15,116]. Plasmonic, acoustic and electron beam trapping have also

gained a lot of attention in recent years [18, 109]. New applications and advances

of optical tweezers are emerging every day across different disciplines. We are

therefore still a long time away from realising the full potential and impact of

optical tweezers.

3.2 Trapping experimentally

Detail of the optical tweezer setup used in this study is discussed in this section

as well as how sample preparation was done (Sections 3.2.1 to 3.2.3). Proof of

trapping micro-sized particles and calibration of the optical trap are given in

Sections 3.2.4 and 3.2.5, respectively.

3.2.1 Setup of an optical tweezer

A diagram of the experimental setup of the optical tweezer is shown in Figure 3.9.

A diode laser with wavelength λ =532 nm (ω0 = 0.65 mm, Oxxius LaserBoxx

LCX - 532, France) was used for trapping. The beam was expanded by a simple

telescope (L1: 50 mm; L2: 500 mm) before it was directed to the SLM. As already

mentioned, an SLM is a digital device used to control the amplitude and phase of

a beam. However, for this section the SLM can be considered as an extra mirror

since only a Gaussian beam was generated with the device, which is the output

beam of the laser. The significance and operation of the SLM will become apparent

in Chapter 4. The SLM is aligned to only modulate horizontal polarized light;
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Figure 3.9: Schematic of the optical tweezer experimental setup. The laser
beam with a wavelength of λ = 532 nm is expanded with telescope 1. The
beam is then directed onto a SLM. A half-wave plate (HWP) and polarizing
beam splitter (PBS) are added in the setup to control the power of the
laser beam and ensure horizontally polarized light is incident on the SLM. A
second telescope is implemented to ensure overfilling of the objective lens.
The beam is reflected by a dichroic mirror (DM) and focused by the objective
lens (100X, NA=1.3) to create the optical trap inside the sample chamber.
An LED white light source (LS) and a condenser lens (10X) are used to
illuminate the sample. The imaging light is transmitted through the DM
and imaged (with the eyepiece lens L5) to a CCD camera.
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and since the light from the laser is vertically polarized, a half-wave plate (HWP)

was added in the setup before the SLM. The HWP along with the polarizing

beam splitter (PBS) were used to control the power of the laser beam. A second

telescope (L3: 100 mm; L4: 150 mm) was added after the SLM to ensure the beam

generated by the SLM reached and overfilled the back aperture of the objective

lens. The laser beam was reflected by a dichroic mirror (567 nm longpass) and

directed through the objective lens (NA = 1.3, 100X, oil, ∞-corrected, Nikon Plan

Fluor, Japan) from below. The high numerical aperture objective lens focused

the laser beam and created the optical trap in the sample chamber. The sample

was placed on a movable stage that can be finely controlled in the vertical and

horizontal directions. See Section 3.2.2 for the details on preparing the sample and

how it was placed in the setup. An inverted microscope was implemented with a

white LED light and condenser objective (10X, Nikon E Plan) illuminating the

sample from above. The illumination light (yellow beam in Figure 3.9) traveled

back through the 100X objective lens, was transmitted by the dichroic mirror and

imaged to a CCD (charge coupled device) camera with an eyepiece lens (L5: 200

mm).

Figure 3.10 shows an image of the Gaussian beam obtained experimentally by the

optical setup described above. The cross-section of the beam is shown on the right

which clearly shows the Gaussian profile. The image of the beam was taken in the

image plane (near field) after L4.
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Figure 3.10: An image (left) and cross-section (right) of an experimentally
generated Gaussian beam imaged to a CCD in the near field.

3.2.2 Sample preparation

Figure 3.11 shows how the samples were prepared and introduced into the optical

setup. Firstly, a spacer (ring reinforcement sticker) was placed in the centre of a

glass microscope slide (26 mm x 75 mm) to create a small well for the solution.

A droplet of a dilute solution of the particles to be trapped was then placed in

the well; a coverslip (22 mm x 18 mm) was placed on top and sealed around the

edges with clear nail polish. Since the sample is placed in an inverted microscope

setup, it is necessary that the seal is completely dry and the cover slip fixed to

the microscope slide before placing it in the setup. A drop of immersion oil was

then positioned on the cover slip before placing it facing the objective lens; the

placement of the sample inside the trap is shown schematically and with a photo

in Figures 3.11b and c. As seen in Figure 3.11b, the beam passes through the

coverslip to create the trap inside the sample, it is therefore important to place

and fix the coverslip as flat as possible, otherwise the trapping beam becomes

aberrated.

The polystyrene beads mentioned in Section 2.3.1, that were used to synthesize the
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Figure 3.11: Sample preparation: a) A droplet of the sample is placed on
a microscope slide in the the centre of a spacer, a coverslip is placed on top
and sealed with clear nail polish. b) A schematic (not on scale) and c) a
photo of how the sample fits into the optical tweezer setup.

QD-tagged beads, were used (uncoated) for trapping experiments and calibration.

A dilute solution was prepared by dissolving 5 µl of the beads in 2 ml deionised

water and placing the solution in an ultrasonic bath for 5 min before putting a

drop on the microscope slide. Figure 3.12 shows the appearance of these particles

under a transmission electron microscope (TEM) and in the optical setup. The

TEM image confirmed the 2 µm diameter of the beads. The sample appears to be

illuminated with red light, however, this is only due to the dichroic mirror only

letting through light with a wavelength > 580 nm.
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Figure 3.12: The sample consisting of polystyrene particles with 2 µm
diameter. The appearance of these particles under a) a transmission electron
microscope (TEM) and b) in the optical tweezer setup.

3.2.3 Tricks to trapping

This section is included to discuss two practical aspects (or tricks) that were

important to obtain optimal and efficient optical trapping with the system. The

first trick has to do with alignment of the trap and the second with sample

preparation.

Trap alignment

Alignment of the laser beam through all the components in the system is crucial

to obtain proper results in any optical experiment. Here the alignment of the trap

portion of the optical tweezer setup is discussed.

The high magnification, high NA objective that creates the tightly focused beam, is

very sensitive to misalignment. In the inverted microscope setup the laser beam’s

direction changes from being parallel to the optical table to being perpendicular

to the table as shown in Figure 3.13a. The perpendicular beam must be well
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Figure 3.13: a) Image of the optical tweezer setup showing where the
beam changes direction from parallel (←) to perpendicular (↑) to the optical
table. b) The setup used to align the trap; the objective, sample stage and
condenser lens were removed and a long cage system was built upwards.
Mirrors 1 and 2 were used to ensure the laser beam goes through pinholes 1
and 2, respectively. Lastly, a mirror was placed at the position of pinhole 2,
to ensure the back reflection of the beam is also aligned.
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aligned, since it is this beam that enters the objective. To direct a laser beam to

a new position with a specific angle, two mirrors (and two pinholes) are needed

– this process is called ‘beam walking’. Figure 3.13b shows how the beam was

experimentally aligned in this part of the setup. Firstly, the objective, sample

holder and condenser lens were removed and a cage system was built going upwards

(in the direction of the objective lens). Two pinholes were placed in the cage

system as far away from each other as possible; if the laser beam goes through

both pinholes, the beam will be well aligned with respect to the objective lens.

Mirror M1 (the position mirror) was used to control the position of the beam at

pinhole 1, and mirror M2 (the angle mirror) the position at pinhole 2. Therefore,

by iteratively adjusting mirrors 1 and 2 to direct the beam through the respective

pinholes, alignment of the trapping beam was achieved. Several alignment methods

were tested, however the method reported here (even though a bit tedious) worked

the best for this setup.

Glass deactivation

Untreated glassware contains silanol groups (Si-OH), these groups make the

surface of the glass hydrophilic, causing polar compounds to adsorb to the surface

through hydrogen bonding. In this study, the polystyrene beads used in trapping

experiments, contained carboxylic acid groups (which are polar) on their surface

(the reason for this is discussed in Section 2.3.1). Thus, due to these polar

groups, the beads immobilized on the surface of untreated glass. This caused

a problem when attempting to trap the particles. To solve this problem, the

glassware (microscope slides and cover slips) was deactivated before assembling

the samples. Deactivation of glassware increased its hydrophobicity and prevented

the unwanted adsorption of polar compounds. Deactivation can be achieved by

reacting glassware with dimethyldichlorosilane (DMDCS). Figure 3.14 illustrates
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the reaction of untreated glassware with DMDCS.

Figure 3.14: Deactivation of glass with DMDCS. The OH-groups on the
surface of untreated glass makes it hydrophilic; after treatment with DMDCS
the surface becomes hydrophobic.

The deactivation procedure was as follows: the microscope slides and cover slips

were soaked in a 5% v/v DMDCS-toluene solution for 15 min and then rinsed

twice with toluene. The glassware was then soaked in methanol for 15 min, rinsed

with methanol and dried with inert argon gas. This reaction was done in the fume

hood since hydrogen chloride gas is a byproduct and DMDCS is a flammable and

toxic substance. Dehydrated toluene was used for the reaction since the presence

of water reduces the effectiveness of the DMDCS solution. Both the DMDCS and

dehydrated toluene were purchased from Sigma Aldrich, USA. Figure 3.15 shows

how to test whether the deactivation was successful. When a droplet of water is

placed on untreated glass the droplet will spread out but on deactivated glass it

forms a bead. This confirms the hydrophobicity of the treated glass, since water is

a polar molecule. A permanent marker can also be used to test deactivation since

it will write on untreated glass but not on deactivated glass.
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Figure 3.15: Water droplet and permanent marker test to determine
whether glass is a) untreated or b) deactivated. A water droplet spreads
out on untreated glass but forms a bead on deactivated glass. A permanent
marker writes clearly on untreated glass but not on deactivated glass.

3.2.4 Proof of trapping

Successful trapping of a 2 µm particle is shown in Figure 3.16. The series of

five images shows a trapped particle (circled in green) keeping its position while

moving the sample with the stage controls. The reference particle, which moves

with the sample, was moved around the trapped particle in a rectangular pattern.

This particle starts at position 1 moves to positions 2 to 4 and back to position 1

to complete the rectangular pattern (Figures 3.16a-e). The particle was trapped

with a laser power of 0.30 mW.

The motion of a free particle and a trapped particle were monitored for 5 min.

The trajectory and the distribution of these particles’ position in the Y-direction

are shown in Figure 3.17. The particle position was tracked using the CCD camera

and image analysis was done in Matlab®. From this figure, it is clear that the
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Figure 3.16: Trapping a 2 µm polymer bead. The trapped particle (circled
in green) keeps its position while the sample is being moved in a rectangular
pattern around the trapped bead. The reference particle that moves with
the sample a) starts at position 1 b)-d) moves to positions 2, 3 and 4 and e)
back to position 1 to complete the rectangular pattern.

free particle underwent random Brownian motion and moved over 138 pixels in

the Y-direction (Figure 3.17a). The trapped particle was, however, confined to

move only 5 pixels during the analysis time (Figure 3.17b).

The slight movement of the particle inside the trap is due to thermal noise pushing

it out of the trap and the optical force drawing it back in. The trap strength can

be calculated experimentally by monitoring this motion of the trapped particle, as

discussed in Section 3.2.5.
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Figure 3.17: Trajectory and probability density in the y-direction of a) a
free particle and b) a trapped particle over 5 min. The free particle exhibits
Brownian motion and moves over 138 pixels whereas the trapped particle’s
movement is restricted to only 5 pixels.

3.2.5 Trap calibration

The theoretical calculation of forces exerted by optical traps, as described in Section

3.1.2, is in poor agreement with experimental data unless parameters like spherical

aberration and astigmatism are taken into account, which was done by Rohrbach

and Dutra et al. [129, 130]. Other parameters like the cover slip thickness, the

position of the trap inside the sample, the exact refractive indices and specifications

of the objective lens and the other optical components also influence the force

of the trap [113]. It is therefore critical to have accurate calibration methods to

determine these forces experimentally. Several methods can be used for calibration:
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the drag force method, potential analysis, equipartition method, mean squared

displacement analysis and the power spectral density method [113,131]. In this

study the equipartition method was used for determining the trap stiffness and

potential analysis to visualize the potential wells created by the optical trap.

The equipartition method

An optical trap can be described as a microscopic spring. The particle is kept in

the equilibrium position by a harmonic force defined by Hooke’s law [113]

FOT = −κx(x− xeq) , (3.8)

where FOT is the applied force by the optical trap, κx is called the trap stiffness in

the x-direction and (x− xeq) the displacement of the particle from the equilibrium

position (xeq). The force in the y-direction can be obtained by considering the

displacement in this direction.

The resulting trapping potential is given by

U(x) =
1

2
κx (x− xeq)2 . (3.9)

The equipartition theorem can then be used to measure the trap stiffness. This

theorem states that the energy of a system at equilibrium is 1
2
kBT for each degree

of freedom, with kB Boltzmann’s constant and T the temperature at equilibrium.

Therefore,

⟨U (x)⟩ = 1

2
κx⟨(x− xeq)2⟩ =

1

2
kBT . (3.10)

Let σ2
x = ⟨(x− xeq)2⟩, the variance of the position of the trapped particle, then

κx =
kBT

σ2
x

. (3.11)
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Thus by measuring the position variance, the trap stiffness can be determined.

The calculation of σ2
x is straightforward, but requires calibrated position detection

which can be done using a CCD camera. The position of the particle is needed in

units of meters, but since the camera gives the displacement in pixels a conversion

is needed. The pixel size of the camera can be determined by using an object of

known dimensions. The polystyrene sphere with a known diameter of 2 µm was

used and the size of a pixel was determined to be 53.3 nm. A temperature of 22 ◦C

and kB = 1.3806× 10−23 m2kg/s2K were used for the trap stiffness calculations.

The motion of a trapped polystyrene bead with a diameter of 2 µm was monitored

for 5 min, taking a position measurement every second (sampling frequency =

0.0167 Hz). Five beads were trapped at each power measurement from which the

trap stiffness was determined. The average trap stiffness at each power is plotted in

Figure 3.18a with the error bars being the standard error. The linear relationship

between the laser power and the trap stiffness is evident in this graph. Figure 3.18b

shows the trajectory of the trapped particle at increasing powers of 30 µW, 120

µW and 300 µW. As the power increased, the displacement of the trapped particle

from the equilibrium position decreased (κx ∝ 1
σ2
x
). The equipartition method can

be reliably used to determine the trap stiffness at laser powers up to 350 mW [132].

The power was measured with a photodiode power sensor (Thorlabs, Germany)

at the image plane after lens L4 (see Figure 3.9). However, the power after the

objective was measured to be 40% less, mostly due to reflection from lenses, the

dichroic mirror and the objective itself. Hence, the power values reported in this

study were 60% of the measured power, to give a better estimation of the actual

power in the trap. Also, the laser power was stable within 4 µW during the 5

min analysis time. Consider Figure 3.18 again; the trapping powers used were

quite low (µW) compared to powers of a few milliwatts which optical tweezers

usually operate at. The choice of such low powers was because our optical trapping
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system was combined with fluorescence spectroscopy, which requires a much lower

intensity beam for excitation; since trapping and excitation were done with the

same laser in this study, the lowest possible powers were used for trapping (see

Section 3.3 for more detail).

Figure 3.18: a) The trap stiffness (in the x-direction) at different laser
powers when trapping a polystyrene bead with a diameter of 2 µm. b) The
trajectory of a trapped particle at increasing powers of 30 µW, 120 µW and
300 µW, respectively.

Potential analysis

The equipartition method is a specific case of potential analysis where we assume

harmonic potential. If harmonic potential is not assumed, the potential energy,

U(x), can be determined through the position probability distribution of the
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trapped particle given by the Maxwell-Boltzmann equation [131]:

ρ(x) = N exp

(
−U(x)
kBT

)
(3.12)

where N is the normalization constant so that
∫
ρ(x) dx = 1. By solving Equa-

tion 3.12 we obtain an expression for the potential energy:

U(x) = −kBT ln
ρ(x)

N
(3.13)

Therefore, the potential well created by an optical trap can be determined by ob-

taining the probability distribution of the position of the particle from equilibrium.

Figure 3.19a shows the x-displacement of the particle in a trap over 5 min. The

equilibrium position is at x = 0. Figure 3.19b shows the corresponding position

distribution with a fitted Gaussian curve and 3.19c the trap potential in units

of kBT with a fitted parabolic function. In Figure 3.19d the the potential wells

of optical traps at powers of 30 µW, 120 µW and 300 µW are shown - the wells

became narrower as the power or trap stiffness increased.

90



3.3. OPTICAL TWEEZERS AND FLUORESCENCE SPECTROSCOPY

Figure 3.19: Potential analysis of a trapped particle. a) The displacement of
the particle from the equilibrium position over time and b) the corresponding
position distribution and c) potential energy of the trap. d) Comparison of
optical trap potential wells at increasing powers of 30 µW, 120 µW and 300
µW.

3.3 Optical tweezers combined with fluorescence

spectroscopy

In order to detect the fluorescence of QD probes (synthesis reported in Chapter 2),

a fluorescence microscope was integrated into the optical tweezer setup. This

section starts with a description of the challenges that arise when combining

optical tweezers with fluorescence spectroscopy and how they have been overcome
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(Section 3.3.1). The changes in the experimental setup and the detection of

fluorescence are reported in Section 3.3.2

3.3.1 Background

Optical traps are the ideal tool for measuring mechanical properties of molecules

since piconewton (pN) forces can be applied to the molecules in a controlled

manner. However, this technique is blind to conformational and chemical changes

in molecules - this is where single-molecule fluorescence techniques come into play.

The combination of optical tweezers and fluorescence detection has made a signifi-

cant contribution to the joint field of single-molecule manipulation and visualization.

The biological applications and technical details of this hybrid technique have been

excellently documented in recent reviews [115,120,124].

Design considerations

The main difference between optical tweezers and fluorescence microscopy is

the intensities of the light used in these techniques. The laser light needed for

optical trapping is up to six orders of magnitude higher than that of fluorescence

studies [133]. The intensity of light used for fluorescence excitation is low in order

to minimize photobleaching of the fluorophores. Photobleaching is an irreversible

process where fluorophores become non-fluorescent [134]. Photobleaching usually

occurs because electrons already in the excited state continue to absorb photons,

the dissociation then leads to permanent loss of fluorescence signal [115].

The photobleaching lifetime, which is the time fluorophores exhibit fluorescence

when under continuous exposure to the excitation light before bleaching, can vary

from microseconds to minutes depending on the intensity and wavelength of the

excitation source and also the concentration and type of fluorophore [135]. Note
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that the photobleaching lifetime of a fluorophore must not to be confused with its

fluorescence lifetime which is the time a fluorophore remains in the excited state

before emitting a photon and returning to the ground state. The fluorescence

lifetime of fluorophores ranges from pico- to nanoseconds and is an intrinsic

property of the molecule, meaning it is largely independent of the excitation source

and concentration of the fluorophore [136].

In most setups two different light sources are therefore used – one for trapping

(high intensity) and the other for fluorescence excitation (low intensity). To

prevent photobleaching due to the trapping laser three general solutions have been

demonstrated: (1) trapping with a non-resonant laser and the separation of the

fluorescence and trapping in (2) space or in (3) time [115]. The trapping laser

will not cause much bleaching if the fluorophore does not absorb at the specific

wavelength of the laser – this is what is meant by a non-resonant laser [133].

For example, a lot of biological samples do not absorb well in the near-infrared

range, which is why higher wavelength lasers are usually used for trapping in

these applications. A second resonant light source is then used for fluorescence

excitation.

Spatial separation of the trapped particle and the fluorophore is achieved by

tethering the fluorophore to a bead through a long molecule (like DNA). The

spatial separation can be between 1 – 14 µm [115]. The bead is then trapped by

the high intensity (usually non-resonant) laser and the fluorophore illuminated a

distance away by the low intensity excitation laser. To restrict the movement of

the tethered fluorophore another bead can be attached on the other side, both

beads can then be trapped in a dual trap with the fluorophore in the center [137].

Another method to restrict the movement is to attach the other side not to a second

bead but to the surface of the sample holder [138]. This spatial separation method

does not only serve as means to reduce bleaching, but also helps to measure the
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applied force on the molecule. In order to measure the tension on a biomolecule

an extra anchor is needed which can be achieved by a second trap or by attaching

one end of the biomolecule to the surface of the sample holder as just stated.

However, the sample preparation of these systems can get rather complicated. The

combination of optical tweezers and fluorescence microscopy has been primarily

used to investigate the conformational changes in biomolecules due to an applied

force by the tweezer. The spatial separation method is the most widely used

method, since it solves two of the challenges of this biological application.

The time separation method alternates the trapping and excitation laser, such that

both never simultaneously illuminate the fluorophore. This method has proven to

reduce the photobleaching, but has a fairly complicated setup [139].

Excitation methods

As mentioned in the previous discussion, the fluorescence excitation source is usually

different from the trapping laser. The excitation is most commonly achieved by

three methods: epi-fluorescence, confocal fluorescence and total internal reflection

fluorescence (TIRF). We refer to epi-fluorescence when the excitation light and

emitted light (from the fluorophore) travel through the same objective lens. Epi-

fluorescence is a wide-field fluorescence technique meaning it illuminates the whole

sample. This technique has a simple setup but suffers from background noise. In

confocal fluorescence a small region of the sample is illuminated which reduces

the background noise but shows increased bleaching of the fluorophores and has a

more complicated setup. In TIRF, also a wide-field technique, the fluorophores are

excited by an evanescent field caused by the reflection of the excitation beam on

the sample surface. This evanescent field decays exponentially inside the sample,

thus the depth of illumination is limited to only ∼200 nm. The TIRF fluorescence

method is usually used in cases where the molecule is attached to the surface
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because of the limited illumination depth.

In all the cases described above, separate sources were used for trapping and

excitation, but both can be achieved by a single laser if two-photon excitation

(TPE) fluorescence is used. In TPE, two photons are simultaneously absorbed by

the fluorophore that then emits light of a shorter wavelength than the excitation

wavelength. TPE only occurs at a measurable rate with high intensity lasers such

as lasers used for optical trapping [140]. The laser must have a wavelength at

least twice that of the absorbance of the fluorophore to show TPE [141]. TPE is

harder to detect and not all fluorophores can exhibit this phenomenon. Trapping

and two-photon excitation have been successfully done by several groups with a

near-infrared laser where the fluorophores are QDs [140,142–144].

Quantum dots in optical tweezers

This research project focuses on using optical tweezers in combination with QD

fluorescent probes. See Chapter 2 for a discussion on the properties and synthesis of

QDs. CdTe QDs were first successfully trapped by optical tweezers in 2007 by Pan

et al., the fluorescence from the QDs was observed through two-photon induced

luminescence [143]. Individual QDs, agglomerations of QDs, silica coated QDs

and QDs coupled to polystyrene beads have since been trapped and have found

exciting applications [140,142,144–148]. The biosensing research group of Hong-Wu

Tang has used a bead-based fluorescence assay in optical tweezers to detect a

prostate-specific antigen as well as the H5N1 and H7N9 avian influenza virus genes

with high sensitivity and detection limits as low as 1.0-2.0 pM [141,149,150].

3.3.2 Fluorescence detection

This section reports on how a fluorescence microscope was experimentally integrated

into the optical tweezer setup to detect the fluorescence signal from a trapped
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QD-tagged bead. Here, not only the final results, but also the process that lead

up to them are presented.

Firstly, fluorescence detection tests were not only done with the QD-tagged probes

since they were being synthesised and optimized in parallel to building this optical

setup. Therefore, initial tests were carried out using commercial fluorescent beads

(purchased from Thermo Fisher Scientific, South Africa). These beads were 2 µm

in diameter, made from polystyrene and filled with a fluorescent dye called Nile

red. In the discussions to follow, these commercial fluorophores are referred to as

‘fluo-beads’.

The optical tweezer combined with fluorescence spectroscopy setup described in

this study is different to any of the setups discussed in Section 3.3.1. Here, the

same laser is used to trap and excite a fluorescent particle; and since the wavelength

of the laser is λ = 532 nm it makes use of single photon excitation (not TPE). The

absorbance spectra of the QD-tagged beads and the fluo-beads confirmed that both

these fluorophores can be excited with a wavelength of 532 nm. Since the high

intensity trapping laser was used for excitation, photobleaching of fluorophores in

the optical trap was expected; however, Chapter 4 explores the use of structured

light in the optical tweezer to reduce bleaching. Here, the focus is on only detecting

the fluorescence signal.

Fluorescence detection with a CCD camera

The first fluorescence detection test was performed by keeping the setup just as

described in Section 3.2.1 and using the CCD camera to detect the fluorescence

from the fluo-beads and QD sample. The fluorescence emitted from the sample

followed the same path as the illumination light, i.e. it travelled back through the

objective lens, was transmitted by the dichroic mirror and imaged to the CCD

camera (Figure 3.9). In this experiment, the particles were not trapped, the laser
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was only moved over the particle to see if some signal could be observed. Note

that the QD-tagged bead sample tested here was from attempt 2 (refer to Section

2.3.3). In this attempt of the QD-tagged bead synthesis, the QDs reacted with

themselves to form large agglomerates; the TEM image of this sample is shown

in Figure 2.26a. Therefore, to distinguish this sample from the other (uniformly

coated) QD-tagged bead samples, it is called QD-agglomerates (not QD-tagged

beads). The results are captured in Figure 3.20. The appearance of the samples

under only the illumination light is shown on the left and the samples when the

laser was incident on the sample are shown on the right. The fluorescence (bright

yellow/orange light) emitted from a fluo-bead (top) and some QD-agglomerates

(bottom) were therefore clearly seen with the CCD camera.

Figure 3.20: Fluorescence detection of a fluo-bead (top) and QD-
agglomerates (bottom) with a CCD camera. Images of the fluo-beads and
QD-agglomerates are shown without and with the laser switched on.
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Next, a fluo-bead was trapped while monitoring its fluorescence emission with

the CCD camera. The fluorescence emission was monitored for 40 s, taking a

measurement every 0.2 s; all image processing was done with Matlab®. For these

measurements it was important to ensure the fluorescence did not overexpose the

camera and that the illumination light was switched off. Figure 3.21 shows the

normalized fluorescence intensity of the optically trapped fluo-bead. The insets

show the appearance of the fluo-bead at various times in the optical trap. It is

clear from these results that the fluorescence of the particle quickly decreased

(photobleached) upon entering the optical trap, however, after some time an almost

stable (although low) signal was obtained (see the inset at point d).

Figure 3.21: Fluorescence emission of an optically trapped fluo-bead
detected with the CCD camera. The fluorescence intensity decreased initially,
but stabilized later.

As the QD-tagged bead synthesis improved, the uniformly coated beads were

trapped with the optical tweezer setup, but no fluorescence signal was observed

with the CCD camera. Several attempts were made to increase the amount of

QDs on the surface of the beads by changing the synthesis method (as discussed
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in Section 2.3.3), however, each time the fluorescence signals were too weak to

be detected with the CCD camera. The difference between the fluo-bead and the

QD-tagged bead, is that the fluo-bead was fully loaded with a fluorophore (organic

dye), whereas the QD-tagged bead only had a thin layer of fluorophores (QDs)

on its surface; this resulted in a strong enough signal from the fluo-bead to be

detected by the CCD, but not from the QD-tagged bead. Other studies, based

on similar systems, all used more sensitive detectors like an EMCCD (electron

multiplying CCD) or avalanche photodiode (APD) [150, 151]. Therefore, to be

able to measure the fluorescence from a single QD-tagged bead, a detector more

sensitive than the CCD was needed.

Changing the setup to provide more sensitive fluorescence detection

In optical tweezers, there is always some sort of position detector in the setup,

which is needed to confirm trapping and visualize the sample. The available

detectors, possibly more sensitive than the CCD camera, were a photodiode power

sensor (Thorlabs, Germany) and a spectrometer (AvaSpec, Avantes, South Africa).

Another, definitely more sensitive detector, was an APD which is a single photon

detector. However, all three of these detectors are not spatially resolved, hence

the CCD camera was still needed to visualize the sample and trapped particles.

Figure 3.22 illustrates two ways the setup was changed to include the more sensitive

detector. In the first method, a flip-mirror was added to either let the illumination

light go to the CCD or the fluorescence signal to the new detector. In the second

method a 50/50 beam splitter was added that splits the signal to go to both

detectors; however, this meant the fluorescence signal was halved, which was not

ideal since the signal was already weak.

The sensitivity of the power meter and spectrometer was tested by using the setup

illustrated in Figure 3.22a. These two detectors, however, did not prove to be
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Figure 3.22: Two ways to a second (more sensitive) detector was added
into the optical tweezer setup for fluorescence detection, while using the
CCD camera for position detection. a) A flip-mirror was added to either let
the illumination light go to the CCD or the fluorescence signal to the new
detector or b) a 50/50 beam splitter was added that splits the signal to go
to both detectors.

more sensitive than the CCD camera. Again, only the fluorescence emission of a

fluo-bead and QD-agglomerates was detected, but not that of a singly trapped

QD-tagged bead. Figure 3.23 shows the fluorescence emission spectrum from QD-

agglomerations in the optical tweezer setup as measured with the spectrometer.

This spectrum had the characteristic narrow, symmetrical shape expected from

the QD sample. At 550 nm the spectrum seems to be ‘cut off’, this is due to a

longpass filter added before the detector to remove any laser light. The spectra of

the laser beam and the illumination light are also shown in this figure.

Finally, with an APD (COUNT®-250Blue single photon counting module from

Laser Components, Germany) inserted into the setup, the fluorescence emission of
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an optically trapped QD-tagged bead was detected. Before presenting the results

from the APD, some comments regarding the imaging/detection system are first

given.

Initially, the method shown in Figure 3.22b was used to add the APD into the

setup, because the flip-mirror was quite unstable and the APD was sensitive enough

for the signal to be halved. However, as can be seen from Figure 3.23, the spectra

of the QDs and the illumination light overlap; meaning the illumination light

cannot be removed with filters and has to be switched off when taking fluorescence

measurements. This situation was not ideal, since either the sample could be

imaged or the fluorescence could be detected, but not both simultaneously. It

was therefore difficult to confirm whether the fluorescence signal observed on the

APD came from a trapped particle or from some background noise, or whether

the decrease in fluorescence signal was due to the particle escaping the trap or due

to photobleaching. In summary, to be confident about where in the sample the

Figure 3.23: The fluorescence emission spectrum of QD-agglomerates were
measured in the optical tweezer setup. The spectra of the λ = 532 nm laser
and illumination light are also shown.
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fluorescence signal (detected with the APD) was coming from, the sample had to

be imaged concurrently. This lead to the design of a new imaging/detection setup

illustrated in Figure 3.24. Here, a color filter (shortpass 550 nm) was added after

the white LED illumination light in order to image the sample with blue light that

does not overlap with the fluorescence emission spectrum of the QD sample. To

get the blue illumination light to the CCD camera while detecting the fluorescence

(around 600 nm) with the APD, two dichroic mirrors (DMs) were needed. The

first notch DM (532 nm StopLine notch laser dichroic beam splitter) reflected

only the green λ = 532 nm laser light into the objective lens, while transmitting

the illumination and fluorescence signal. The second longpass DM reflected the

illumination light (blue) but transmitted the fluorescence (red) signal. With this

system, simultaneous position and fluorescence detection was achieved.
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Figure 3.24: The setup used for simultaneous imaging and fluorescence
detection. Blue illumination light with a wavelength < 550 nm was trans-
mitted by the notch DM while being reflected from the longpass DM and
imaged to a CCD camera. The fluorescence emitted by the fluorophores (580
- 620 nm) was transmitted through both DMs and detected with an APD.
The green trapping and excitation laser with a wavelength of 532 nm was
reflected by the notch DM into the objective.
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Fluorescence detection with an APD

The fluorescence signal of the fluo-bead sample, detected with the APD, is shown

in Figure 3.25. Firstly, the background noise from the laboratory (dark), the

optical setup and from the sample itself are shown (all measurements were taken

with an integration time of 300 ms). The dark counts (∼ 40) were measured

when the laser and illumination light were switched off; these counts therefore

originated from ambient light like the PC screen or other light sources in the

laboratory. The APD, being a single photon detector, is very sensitive and can

detect fluorescence signals from other elements in the optical setup (due to the

laser), like the immersion oil, the objective lens and the spacer used in the sample,

amongst other things. This background noise from the optics (∼ 1000 counts) was

measured with the laser incident on a non-fluorescent polystyrene bead sample

in the setup. Lastly, the background from the fluo-bead sample itself (∼ 70 000

Figure 3.25: The signal from a fluo-bead sample detected with an APD.
The dark and background counts from the optics and the sample are shown
at times 0 - 90 s and the fluorescence emission from a trapped fluo-bead is
shown from 90 - 180 s.

104



3.3. OPTICAL TWEEZERS AND FLUORESCENCE SPECTROSCOPY

counts) was measured by having the laser beam incident on the sample, but not

directly on a fluorophore. All this background noise was not picked up by the

CCD camera, but can be detected with the APD. The high background noise of

this sample was due to some of the fluorescent dye leaking out of the polystyrene

spheres. Finally, the fluorescence emission from an optically trapped fluo-bead is

shown from 90 to 180 s in Figure 3.25. The same result observed with the CCD

camera is seen with the APD; initially there was a large decrease in fluorescence

emission (photobleaching), but later a stable, almost constant fluorescence signal

was detected. The constant signal can be obtained by subtracting the background

noise.

The fluorescence signal from the QD-tagged bead sample, detected with the APD, is

shown in Figure 3.26. The dark counts and background noise from the optics are

the same as for the fluo-beads, since it is independent of the fluorophore sample.

Note that the maximum counts from the fluo-bead sample were 350 000 whereas

the maximum for QD-tagged bead sample was only 10 000. The background noise

from the QD-sample is due to the presence of unreacted QDs that did not couple

to the bead. The fluorescence emission of an optically trapped QD-tagged bead

is shown from 30 - 180 s. The QD-tagged bead also experienced photobleaching

inside the trap, but after ∼ 90 s the QDs were completely bleached and no stable

signal was observed (compare with the fluo-bead sample). The reason no stable

signal was observed for the QD-tagged bead but was seen for the fluo-bead can

again be explained in terms of where the fluorophore is on the bead – the fluo-bead

is loaded with fluorescent dye throughout its volume, whereas the QDs are only

on the surface of the bead and thus experienced complete bleaching in the optical

trap.

Only the initial bleaching signal of the fluo-beads was considered for the photo-

bleaching tests, since this part of the fluo-bead signal represents the behaviour
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Figure 3.26: The fluorescence emission of an optically trapped QD-tagged
bead detected with an APD (times 32 - 180 s) with the background counts
shown at times 0 - 32 s.

of a QD-tagged bead in the optical trap the best (not the stable signal). More

photobleaching tests are presented in Section 4.5. The normalized and background

subtracted signal from an optically trapped QD-tagged bead and fluo-bead detected

with the APD are shown in Figure 3.27.

Therefore, by making use of a sensitive photodetector and the detection system

illustrated in Figure 3.24, the fluorescence emission from a single QD-tagged bead

trapped in the optical tweezer setup was successfully measured.
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Figure 3.27: Fluorescence emission of an optically trapped QD-tagged
bead and fluo-bead.

3.4 Chapter summary

Chapter 3 demonstrated the successful setup of an optical tweezer with an inte-

grated fluorescence microscope. It started with a discussion on the basic concepts

of optical tweezers including the most common trapping beam - the Gaussian

beam, the forces in optical tweezers as well as the most important components

needed to build this instrument. The second part of the chapter discussed the

experimental setup and calibration of an optical tweezer. The chapter ended with

a discussion on the process followed to detect the fluorescence emission of an

optically trapped QD-tagged bead.
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Chapter 4

Holographic optical tweezers

The term holographic optical tweezers (HOT) is used to describe optical tweezing

systems that use structured light (generated with holograms) for trapping. This

chapter starts with a discussion on structured light and how to create it with

spatial light modulators (SLMs) – the device used in this study (Section 4.1). The

implementation of a vectorial holographic optical trap with specific focus on vector

flat-top beams is discussed in Sections 4.2 and 4.3. A further benefit of using

vectorially structured light in optical systems is shown in Section 4.4. Finally, the

chapter concludes by demonstrating the advantages of using the flat-top beam for

fluorescence excitation and trapping compared to the traditional Gaussian beam

(Section 4.5).

4.1 Structured light

Here, a brief discussion on structured light, how to create it and what has been

done with it in optical tweezers is presented. Since this section serves only as

an introduction to structured light, most of the technicalities, mathematical

expressions and derivations are omitted from the discussion, but can be obtained

in the given references.
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4.1.1 What is structured light?

Structured light, beam shaping, laser beam modulation or complex light fields all

refer to tailoring light mainly in amplitude, phase and/or polarization but also in

time and frequency [12,13]. The conventional Gaussian output beam of most lasers

might not suit a particular application — therefore there is a need to customize

laser light fit for purpose. Examples of experimentally created structured light

fields are shown in Figure 4.1.

Structured light can be created to have unique and completely different properties

which is why it has become ubiquitous in research and industrial applications [152].

These tailored light fields have triggered advances in laser cutting [153], imag-

ing [154], optical communication [155], microscopy [156,157], metrology [158] and

in optical tweezers [18], just to name a few.

Figure 4.1: Examples of experimentally created structured light beams.
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The tailoring of light most often happens outside the laser, meaning the laser output

beam (usually Gaussian) is transformed by some means to the desired complex

field, however, light can also be structured within the laser cavity [159]. Shaping

the amplitude and phase of light was historically done by static diffractive or

refractive optical elements [160]. The major drawback was that each optic can only

create a specific structure, for a different structured beam a new (sometimes very

expensive) optical element had to be obtained. This ‘static’ problem was overcome

by the invention of digitally rewritable devices called spatial light modulators

(SLMs) [161]. SLMs caused an explosion in structured light research and can be

found in most optics laboratories today; more on SLMs in Section 4.1.3. Recently,

digital micromirror devices (DMDs) are gaining more attention in the beam shaping

community due to their extremely fast modulation rates [162,163]. Both SLMs

and DMDs use digital holograms to transform an incident beam to the desired

structured beam.

4.1.2 How to shape light: complex amplitude modulation

Before delving into the workings of the SLM, the basic idea of transforming the

amplitude and/or phase of an incident field to create a desired structured field

(by means of a hologram) is considered. The arguments presented here follow

those of references [164] and [165], although in less detail. The incident field,

uin, with amplitude A and phase ϕ can be defined as uin = Ain exp (iϕin). To

transform uin into the desired output field with a different amplitude and phase,

uout = Aout exp (iϕout), a function is needed, this function is sometimes called

a transfer or transmission function, here the function is called H referring to a

hologram, so that

uin ×H = uout (4.1)
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⇒ H =

(
Aout

Ain

)
exp [i(ϕout − ϕin)]. (4.2)

From Equation 4.2 it is clear that the hologram function must be able to modulate

in amplitude and phase. Encoding both the phase and amplitude in the hologram is

rather difficult, but possible; this is the method used to fabricate the static optical

elements mentioned earlier [166]. More commonly, devices are either amplitude-only

modulators (DMDs) or phase-only modulators (SLMs). Fortunately, it is possible

to use phase-only modulators to structure both the phase and the amplitude of a

beam, this process is called complex amplitude modulation (CAM) [167–170].

The main idea of CAM is illustrated in Figure 4.2. Firstly, light cannot be created,

therefore the desired field can only be generated by removing some of the light

from the incident field until the desired amplitude is obtained – in other words

the desired field is ‘cut out’ of the incident field. In Figure 4.2a an incident field is

shown in blue (usually an expanded Gaussian beam) and an arbitrary desired field

in green. To obtain the desired field all the incident light at point 1 must be kept,

at point 2 all the incident light must be removed and at point 3 some fraction

(∼ 50%) of the light must be kept while the rest is removed. If a device can remove

light in a spatially resolved manner like this, it can ‘cut out’ the desired field. A

device used to structure light can be thought of as a grating with the desired beam

generated in the first diffraction order, the unwanted incident light can therefore

be removed to either the 0th (undiffracted) order or to higher orders. Removing

the light to the 0th is done by changing the depth of the phase/grating (ranging

from 0 to 2π) which changes its diffraction efficiency. Consider Figure 4.2b, if

there is no grating (depth = 0) all the incident light is left undiffracted and at a

grating depth of 2π all the light is diffracted to the desired first 1st order. At a

depth between the two extremes some light is left undiffracted and some not. Note
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that the relationship between the diffraction efficiency and the hologram depth is

not entirely linear (it actually follows a sinc function) [164]. Therefore, to generate

the desired field, the grating depth is changed in a spatially resolved manner. For

example, to create the desired field in Figure 4.2a a grating depth of 2π is needed

at point 1, at point 2 no grating and at point 3 a grating depth of ∼ π is needed.

For the incident light to be removed to higher orders, the period of the grating is

spatially adjusted instead of the depth.

Figure 4.2: a) In complex amplitude modulation the desired field is obtained
by removing incident light in a spatially resolved manner to either the 0th

order or to higher orders. For instance to create the desired field at point
1 no light is removed, at point 2 all the incident light is removed and at
point 3 only a fraction is removed. b) To move the incident light to the 0th

order the phase depth is changed from 0 (no diffraction) to 2π (complete
diffraction to the desired 1st order). At a phase depth between 0 and 2π
some light is left undiffracted and some not.
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This section only gave the conceptual idea on how to create holograms using

CAM, for the mathematical detail and how to generate these holograms in practice

see references [171] and [172]. All holograms created in this study used CAM,

specifically the Arrizón type 3 method [171].

4.1.3 Spatial light modulators

The phase change of light incident on a material is dependent on the refractive

index thereof. Thus, in order to spatially alter the phase of a beam, a material

with a spatially varying refractive index is needed – this is achieved with liquid

crystal spatial light modulators [164]. An SLM is made up of thousands of small

birefringent liquid crystal (LC) cells or pixels as illustrated in Figure 4.3. The

term ‘birefringent’ means the refractive index of the LC cell is dependent on the

polarization and direction of the light passing through it. In SLMs the orientation

of the LCs in each pixel can be individually controlled by applying a voltage over

the electrodes. This means the refractive index of each pixel can be varied which

then imparts a spatially varying phase change to the light incident on the SLM

Figure 4.3: Schematic diagram of the cross section of a LCoS SLM. The
orientation of the liquid crystals in each cell or ‘pixel’ can be controlled
individually by applying a voltage across the electrodes. When the liquid
crystals rotate their refractive index changes which then modulates the phase
of the incident beam.
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screen. Mainly two types of SLMs exists: 1) transmissive SLMs in which the

incident light is modulated as it passes through the SLM and 2) reflective or liquid

crystal on silicon (LCoS) SLMs. The latter is illustrated in Figure 4.3; in this SLM

the light enters at the glass side of the SLM and gets modulated upon reflection

(double pass through the LCs).

In order to control the voltage applied across each pixel, and hence the phase

change, a 8-bit grey-scale image (allowing 256 colour levels) is displayed on the

SLM, which is connected as a second screen to a PC. The image has the same

resolution as the SLM screen (usually 1920 × 1080 pixels) with each pixel on

the image corresponding to a grey-scale color which is associated with a specific

phase shift from 0 (black) to 2π (white), where the in-between grey values and

associated phase shift have a linear relationship. In summary, each pixel has a

grey-scale value (256 different options). Controlling the voltage applied across that

pixel rotates the LCs, changing their refractive index, and consequently changing

the phase shift of the light incident on that pixel; the grey-scale image therefore

controls the phase shift imparted to the beam. Calibration of the SLM is required

to ensure a linear phase shift from 0 to 2π associated with the grey-scale colours

from 0 to 255 for a specific wavelength. Refer to Appendix B for a practical guide

on SLM calibration.

SLMs are not 100% efficient to start with due to the discrete pixels on the SLM

screen. These pixels act as a diffraction grating themselves (independent of

the hologram grating) causing the incoming light to diffract into many orders.

Figure 4.4 shows the diffraction orders due to pixelation of the screen when a beam

is incident on a SLM (no hologram displayed on the SLM). The diffraction orders

can be seen on the walls and optical table in the laboratory, losing up to 40% of

the incoming light [165]. There is an order, the 0th order, much brighter than the

rest which is modulated when displaying a hologram on the SLM.
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Figure 4.4: Diffraction orders of an incident beam due to the pixelation
of a SLM. This photo shows the diffraction orders from the SLM which are
visible on the walls and optical table in the laboratory.

SLMs are polarization sensitive; they only modulate light with polarization per-

pendicular to the optical axis of the LCs (horizontal polarization in most cases).

Even if the polarization of the incident light is correct, the modulation is also not

completely efficient and there is always some unmodulated light in the 0th order.

This can be due to ineffective calibration or reflection from the glass or electrode

layers. Therefore, the efficiency of SLMs is firstly reduced by the pixelation of the

screen and secondly by incomplete phase modulation. In order to separate the

desired structured light from the unmodulated 0th order, a blazed grating is added

on the hologram. The effect of the grating is shown in Figure 4.5, the structured

beam is generated in the first diffraction order due to the grating introduced on the

hologram (shown as insets). The desired 1st diffraction order moves further away

from the unmodulated light as the spatial frequency of the grating is increased.
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Figure 4.5: A grating is needed to separate the modulated beam (in the 1st

diffraction order) from the unmodulated (0th order) beam. An increase in
the frequency of the blazed grating (shown as insets) causes the modulated
beam to move further from the 0th order.

Figure 4.6 shows the generation of two example structured light fields using a

SLM. On the left the simulated desired field is shown, the holograms (generated

using CAM) that were displayed on the SLM to create these fields are shown in

the middle panels with and without a blazed grating. Lastly, on the right the

experimentally generated beam is shown (imaged with a CCD camera).
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Figure 4.6: Two examples of holograms used to generate structured light
beams. For each beam the theoretical profile of the desired beam is shown on
the left. The hologram used to create the beam is shown in the middle panels
with and without a grating. Lastly, the intensity profile of an experimentally
generated beam is shown on the right.

Several structured fields (in fact over 200 modes [172]) can be created with a single

hologram through a process called multiplexing, see Figure 4.7. Multiplexing

is achieved by adding the holograms of different structured fields each with a

unique grating (carrier frequency). The holograms of three different fields are

shown in the top row, each having a different grating (shown as insets). The

multiplexed hologram displayed on the SLM screen (the sum of the three individual

holograms) is at the bottom left and the far-field image of the three beams created

experimentally is shown on the bottom right.
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Figure 4.7: Multiplexing allows simultaneous generation of several beams
that are spatially separated. The top row shows the holograms of three
beams each having an unique spatial carrier grating (the gratings are shown
as insets). By simply adding these three holograms a multiplex hologram is
created (bottom left image) that results in the creation of the three beams
at different positions in the far-field (bottom right image).

Aberrations are introduced to beams due imperfect optics; SLM screens for instance

are not always perfectly flat or some deviation across the screen is present which

causes the structured field to be aberrated. Fortunately, SLMs can be used

to account for these aberrations by adding a phase correction to the hologram.

Figure 4.8 shows a structured beam before and after aberration correction. In this

study, aberration corrections were done using the Zernike polynomials by manually

adjusting the Zernike coefficients to correct the wavefront [173].
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Figure 4.8: The SLM or other optics can cause aberrations in the beam,
however the SLM can be used to correct for these aberrations. An experi-
mentally generated beam (in the far-field) is shown a) before and b) after
aberration corrections were done with the SLM.

4.1.4 Laguerre-Gaussian beams

So far in the discussion, no mention has been made of the ‘types’ of structured light

beams that are physically possible to generate. In addition, in order to generate

the holograms, the field of the desired beam must be known (mathematically).

Most discussions on structured light starts with Maxwell’s equations since these

equations completely describe the behaviour of electromagnetic waves. The solution

sets of Maxwell’s equations yield physically realisable structured beans [174]. Many

solutions exists including the Laguerre-Gaussian (LG), Hermite-Gaussian [175],

Ince-Gaussian [176], Bessel-Gaussian [177] and Airy beams [178].

Here only the LG beams will be considered; these beams are specifically obtained

by solving the paraxial Helmholtz wave equation in cylindrical coordinates and

form an infinite set of solutions or structured beams. The LGl
p field takes the
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well-known form [164]

LGl
p(r, φ, z) =

√
2p!

π(|l|+ p)!

1
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(4.3)

where p is the radial index (a positive integer) and l is the azimuthal index (an

integer). L
|l|
p is the associated Laguerre polynomial, w0 is the Gaussian beam

waist, w(z) = w0

√
1 +

(
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)2
is the beam radius, zR =
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0
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is the radius of curvature and ψ(z) = arctan

(
z
zR

)

is the Gouy phase. The (simulated) intensities of some LGl
p modes are shown in

Figure 4.9a. LG beams have a helical phase where l determines the number of

twists (and direction) of the helix, p determines the number of rings (maxima)

of the beam. When l = p = 0 the LG beam reduces to a Gaussian beam. All

the structured beams created in this discussion (and in this study) were either

LG beams or the superposition of two LG beams (LGl
p + LG−l

p ) sometimes called

petal beams. Two examples of petal beams are given in Figure 4.9b.
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Figure 4.9: a) Intensity profiles of Laguerre-Gaussian beams with different
p and l values. When p = l = 0 the LG beam reduces to the well-known
Gaussian beam. b) Petal beams are created by the superposition of two LG
beams that have the same p and |l|, but with l opposite in sign.

4.1.5 Structured light in optical tweezers

Optical trapping uses the intensity gradient of light (in other words its amplitude

profile) to trap particles, it was therefore a natural process to combine optical

tweezing with structured light (which modulates the amplitude). The first optical

trapping experiment was demonstrated with a Gaussian beam [100] and this

beam still dominates trapping experiments today. However, the introduction of

structured beams in optical tweezers has enabled a myriad of applications and

inventions [17,18]. These structured light traps are a well-established technique

today and since most structured beams are created by means of a hologram, they

have been dubbed holographic optical tweezers (HOTs) [14].

With HOTs, an array of traps can be created to trap multiple particles simulta-
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neously while being able to dynamically change this array pattern [156,179,180].

Structured beams that reconstruct themselves after being distorted by a trapped

particle (Bessel beams) have allowed for trapping in multiple planes previously

not possible [181]; another beam that allows 3D assembling of particles is the

Mathieu beam [182]. Airy beams, for example, can guide a particle along a certain

trajectory enabling selective removal of particles in a sample [183]. The fact that

light carries linear momentum is well-known and the reason why light can trap

particles as discussed in Section 3.1.2. Light can, however, also carry orbital

angular momentum (OAM), LG beams have OAM due to the helical phase front

mentioned previously. With these OAM carrying beams, optical tweezers also gain

rotational control of particles [184–186].

So far the focus has mainly been on structured beams modulated in amplitude

and phase – these are called scalar beams. The third spatial degree of freedom

of light is polarization, when a beam is structured in all three degrees they are

called vector beams. In other words, a vector beam does not only have a spatially

varying amplitude and phase but also a varying polarization pattern. These

beams can be created by the superposition of two orthogonal scalar fields with

uniform polarization patterns [187]. Trapping with vector beams is the most

recent avenue of structured light explored in optical tweezers and has already

proven beneficial to the trapping community [17,187]. For instance, the radially

polarized vector beam is famous for achieving the smallest spot size when tightly

focused [188,189]; this property has been used to demonstrate stronger trapping

in the axial direction [190, 191]. Another interesting use of polarization in traps is

the so-called tractor beam that can exert a pushing or a pulling force on a particle

depending on the polarization of the incident beams [192]. A further advancement

in vector beam traps was demonstrated by Bhebhe et al. when they created an

array of vector beams enabling simultaneous trapping of multiple particles with
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beams of different polarization patterns [16].

The advances and applications of structured light combined with optical tweezers

discussed here only scratch the surface of what has been done with this powerful

technique. However, very little research has investigated the possibility of using

structured light to assist with combining optical trapping and fluorescence spec-

troscopy and to mitigate the photobleaching of fluorescent particles in optical

tweezers. Refer to Section 3.3 for a discussion on combining optical tweezers with

fluorescence spectroscopy and the general solutions that have been implemented

regarding photobleaching. Only very recently have Zhang and Milstein shown

that trapping with a LG beam significantly improves the bleaching lifetime of

the organic dye Alexa-647 positioned 1 µm below the trapped particle (separate

trapping and excitation sources were used) [193].

This study further explored the benefits of using vector beams in optical tweezers

with specific focus on vector flat-top beams and how they can be used to mitigate

photobleaching, discussed in Sections 4.2 to 4.5.

4.2 Flat-top beam theory

To select a structured light beam that works for a specific application can be

quite daunting because of the enormous ‘menu’ of structured beams to choose

from. In this study, the structured beam must meet some requirements to be

successfully employed. Firstly, in order for a beam to be a functional optical trap,

it must have an intensity gradient and the steeper the better (see Section 3.1.2

for a full discussion on the forces in an optical trap). For the trapping beam to

be able to reduce the photobleaching in the optical tweezer, it needs to have a

low intensity incident on the fluorescent particle. Lastly, it is well known that

Gaussian beams make excellent optical traps, so if a structured beam is to be used
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it needs to be ‘better’ than the Gaussian beam in some way. After taking all this

into consideration, a useful beam that potentially meets all these requirements is

the flat-top beam. To explain why the flat-top beam is helpful for this application,

consider Figure 4.10. The flat-top beam can be thought of as a Gaussian beam

with the top half of the beam ‘cut off’ clearly living up to its name since the

intensity profile is flat across the top. The flat-top beam still has a steep intensity

gradient to provide a successful optical trap, but a lower peak intensity than the

Gaussian beam to reduce photobleaching.

Figure 4.10: A flat-top beam can be thought of as a Gaussian beam with
the top half ‘cut off’. The resultant flat-top beam still has a steep intensity
gradient to optically trap particles, but a lower peak intensity that will
minimize photobleaching.

Section 4.2.1 focuses on approximations to the flat-top beam that can be created

experimentally and in Section 4.2.2 the flat-top beam is (theoretically) compared

to a Gaussian beam to determine in what aspects flat-top beams are superior to

Gaussian beams (and vice versa).

4.2.1 Flat-top beam approximations

The ideal flat-top beam, or top-hat beam, has a uniform intensity that sharply

drops down to zero at the edges (the green profile in Figure 4.11). This beam with

its near uniform energy distribution is desirable for many applications including
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optical communication, gravitational wave detectors, corneal treatment and (pre-

dominantly for) material processing, just to name a few [152,194–197]. The ideal

flat-top beam, having a fairly simple profile, is surprisingly difficult to generate

in the laboratory (due to the fact that it needs an infinite spatial frequency spec-

trum). In fact, only approximations to flat-top beams can be physically created.

Flat-top beams have been generated inside the laser cavity [198] or outside the

laser by converting a Gaussian beam with diffractive and refractive elements or

with holograms displayed on SLMs and DMD [199–202].

Figure 4.11: Intensity profiles of an ideal flat-top beam and two flat-top
approximations namely the super-Gaussian (scalar) beam and the vector
flat-top beam.

Several approximations to the flat-top beam exist and have been thoroughly

investigated: super-Gaussian beams, flattened Gaussian beam, Fermi-Dirac and

super-Lorentzian beams [203–206]. All these approximations will collectively be

referred to as the scalar approximation, since they have a common property – they

are propagation variant. A more recent approximation is the vector flat-top beam

and in contrast to the others, it is propagation invariant [207]. The super-Gaussian

and vector flat-top beam are shown in Figure 4.11 along with the ideal flat-top.

These approximations are now considered in a bit more detail.

125



4.2. FLAT-TOP BEAM THEORY

The scalar approximation

The two more familiar approximations, flattened and super-Gaussian beams,

will be used to illustrate the properties of the scalar approximation. However,

the approximations can easily be made indistinguishable by only tweaking some

parameters as shown by Shealy and Hoffnagle [204].

The super-Gaussian beam has the form

SGn(r) =
41/nnP

2πΓ(2/n)ω2
exp

[
−2
( r
ω

)n]
, (4.4)

with n the order of the beam, P the power, ω the beam width and Γ(2/n) the

gamma function evaluated at 2/n. The order of the beam determines the flatness

as illustrated in Figure 4.12 (the profiles are intensity normalized). Note that when

n = 2 the beam reduces to the normal Gaussian beam and at a large n (n = 40)

the super-Gaussian closely represents the ideal flat-top beam.

Figure 4.12: Intensity profiles of super-Gaussian beams with different
values of n. The flatness of the beam increases with increasing order.

The simple expression of the super-Gaussian beam given by Equation 4.4 does

not accurately describe the propagation of the beam. The beam propagation
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can be modeled analytically using flattened Gaussian beams [203]; the difference

between these beams and super-Gaussian beams are described by Santarsiero

and Borghi [206]. As discussed earlier, the scalar beam approximations are not

eigenmodes of free-space, meaning their intensity profile changes as it propagates.

The propagation of the scalar flat-top beam (order n = 25) is given in Figure 4.13,

clearly showing the drastic change in intensity even over a short distance. The

flat-top profile of higher order beams unfortunately exists over even a shorter

distance (they deform faster along the z-axis). The quick change in profile makes

optical delivery of the flat-top profile at the trapping plane (through the high

NA objective) extremely difficult. A beam that can simply be focused through

the objective into the sample and keep its profile is much more ideal – which is

achieved in vector flat-top beams.

Figure 4.13: Propagation of a scalar flat-top beam simulated using the
flattened Gaussian beam approach. The scalar flat-top quickly loses its shape
when propagating, with the desired beam profile only present at a single
plane (z = 0).
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The vector approximation

A vector flat-top beam is obtained through the (vector) addition of a Gaussian

and a vortex beam [208]. The vortex beam is simply an LG1
0 beam, also sometimes

called a doughnut beam. The field of the vector flat-top is therefore given by

UFT =
√
αLG0

0êH +
√
1− αLG1

0êV, (4.5)

where LG0
0 is the Gaussian beam and LG1

0 the vortex beam. A vector beam is

formed by the addition of scalar fields with different but uniform polarization, here

the Gaussian beam has horizontal polarization êH and the vortex beam vertical

polarization êV. Lastly, a factor α was introduced to weigh the two scalar beams,

meaning any field from a vortex when α = 0 to a Gaussian beam when α = 1 can

be generated; with the vector flat-top at equal weighting of α = 0.5. The evolution

of the vector beam as α changes is shown on the left in Figure 4.14 with the beam

profiles at the critical α values on the right.

Figure 4.14: Intensity profile as α changes showing the evolution from a
vortex to a flat-top to a Gaussian beam. The profiles of the vector beam at
critical α values are shown on the right with the vortex beam at α = 0, the
vector flat-top beam at α = 0.5 and the Gaussian beam at α = 1.
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All LG beams are eigenmodes of free-space, meaning their profile is unchanging

during propagation (only subject to divergence). Since the vector flat-top is the

sum of two LG mode, the vector flat-top is itself propagation invariant as shown

in Figure 4.15.

Figure 4.15: Propagation of a vector flat-top beam showing the unchanging
flat-top profile. The peak intensities were normalized to better visualize the
propagation invariance of this beam.

Even though the propagation invariant property of a vector flat-top beam is

showcased here as the main benefit of this beam, there are other advantages

for choosing a vector beam for optical trapping. For one, the versatility of the

optical tweezer is enhanced, since it allows trapping with scalar Gaussian and

vortex beams, as well as vectorial combinations of the two by only adjusting the α

parameter. The vector beam creation is also not limited to Gaussian and vortex

addition but any arbitrary vector beam can be created by simply superimposing

different scalar beams.
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4.2.2 Vector flat-top beam vs. the Gaussian beam

Here the vector flat-top beam is (theoretically) compared to the Gaussian beam

in terms of power, peak intensity and trap strength. The intensity of the vector

beam can generally be written as the sum of the intensities of the Gaussian and

vortex beam (with some polarization requirements)

Ivector = α|LG0
0|2 + (1− α)|LG1

0|2, (4.6)

where the vector flat-top intensity is obtained by setting α = 0.5 and the Gaussian

intensity by α = 1. The intensity profiles of the vector flat-top and Gaussian beam

of the same power are plotted in Figure 4.16a. When generating a vector flat-top

beam with the same power as a Gaussian beam, its peak intensity is half of the

Gaussian peak intensity.

The gradient force (or trap strength) of a beam is proportional to the intensity

gradient of the beam, Fgrad = c∇I, with the proportionality constant given in

Equation 3.5 in Section 3.1.2. Since only the relative forces of the vector flat-top

and Gaussian beam are important, c = 1 is assumed such that

Fgrad = ∇I. (4.7)

Therefore, if the intensity profile of a beam is known, its gradient force can easily

be calculated. The gradient force over the vector flat-top and Gaussian beams, of

the same power, are presented in Figure 4.16b. It is clear from this graph that

at the same power, the Gaussian beam out performs the vector flat-top beam (in

terms of trap strength). This is expected, since even though the intensity gradient

of the vector flat-top is steeper, the high intensity peak of the Gaussian beam

negates this effect.
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Figure 4.16: Comparison of the a) intensity profiles and b) gradient forces
of a Gaussian and vector flat-top beams generated with the same power.

For the vector flat-top beam to be useful, two questions needed answering: 1) at

which power is the trap strength of the vector flat-top beam equal to or greater

than that of the Gaussian beam? and 2) is there still a lower peak intensity at

this power in order to possibly reduce the photobleaching in the optical trap?

To answer these questions, the average gradient force (Fgrad) over the whole area

of the beam, A, was considered

Fgrad =

∫
Fgrad dA∫

dA
. (4.8)

More relevant is the ratio of the average gradient force of the flat-top (FT) to the

Gaussian (G) beam, namely

γ =
FFT

FG

, (4.9)

so that at γ = 1 the average gradient force of the flat-top and Gaussian beams

are equal and at γ > 1 the vector flat-top has a stronger trap strength. For the

case represented in Figure 4.16, where the Gaussian and the flat-top beam have

the same power, γ = 0.75 meaning on average the gradient force of the Gaussian

beam is stronger.
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The ratio, γ, was calculated at different relative powers of the Gaussian and vector

flat-top beams and plotted in Figure 4.17a. This figure, therefore, shows how

the relative gradient forces of the two beams change when adjusting the power.

Three special cases are indicated on the graph. Firstly, in the instance when the

power of the two beams are equal (as just discussed), γ = 0.75, so the Gaussian

beam is a stronger trap (blue line). Secondly, for the two beams to have the same

average gradient force (γ = 1), the Gaussian beam must have 75% of the power of

the vector flat-top beam (green line). Lastly, when the two beams have the same

intensity, that is when the power of the Gaussian is half than that of the flat-top

beam, then the flat-top beam trap is 1.5 times stronger than the Gaussian beam

trap (orange line).

The corresponding intensity profiles of the three special cases are shown in Figure

4.17b. The vector flat-top beam along with Gaussian beams that have 1) the same

power, 2) the same gradient force and 3) the same peak intensity as the flat-top are

plotted. Most relevant is the ‘same gradient force case’; here it is clear that when

the vector flat-top beam and the Gaussian beam have the same trap strength (or

gradient force), the peak intensity of the vector flat-top is lower than the Gaussian

beam. This means that the vector flat-top beam can be used to trap a particle

with the same strength but with a lower peak intensity (compared to the Gaussian

beam) in order to possibly reduce photobleaching in the trap. The remainder of

this chapter focuses on proving these theoretical claims experimentally.
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Figure 4.17: a) A plot showing the relationship between the relative
gradient force and power of the Gaussian and vector flat-top beam. b) The
intensity profiles corresponding to a Gaussian beam having the same power,
gradient force and intensity as a vector flat-top beam.
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4.3 Trapping with vector flat-top beams

In this section the experimental setup of a vectorial HOT, with specific focus on

the generation of vector flat-top beams, is discussed. The versatility of this setup

is shown experimentally by easily switching from a scalar to vector beam trap.

Trap stiffness of the vector flat-top beam compared to a Gaussian beam trap is

reported as well as the effect of the beam size on the trap.

4.3.1 Experimental setup

The optical tweezer setup described in Section 3.2.1 and shown in Figure 3.9

was used as the ‘backbone’ of the HOT setup. However, here the SLM was used

to generate structured light beams and an interferometer was included ‘inside’

telescope 2 to create vector beams.

The experimental setup of a vector holographic optical trap is illustrated in

Figure 4.18. A horizontally polarized Gaussian beam from a λ = 532 nm laser

was expanded and collimated before illuminating the screen of a reflective SLM

(Holoeye Pluto, Germany), aligned to only modulate horizontally polarized light.

To create a vector flat-top beam, a Gaussian (LG0
0) and a vortex beam (LG1

0) with

different propagation angles were created with the SLM (the insets shows the 2D

intensity profiles of experimentally obtained beams). The multiplexed grey-scale

hologram that was encoded on the SLM using CAM is shown in Figure 4.18b, with

the different gratings of the two beams as insets. The Gaussian and vortex beams

were separated using a D-shaped mirror (D-M) in order to direct the beams to a

polarizing beam splitter (PBS) where they were interferometrically combined. The

unwanted zeroth and higher orders were removed by spatial filtering before the

PBS. A half wave plate (HWP) was added in the path of one beam to change its

polarization from horizontal to vertical, to allow the superposition of orthogonal
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polarized beams. The vector flat-top beam was therefore obtained after the PBS,

see the inset showing the intensity profile of an experimentally obtained flat-top

beam. The reflection of light from a dichroic mirror (DM) is slightly different

for horizontally and vertically polarized light. In order to ensure that the DM

did not change the profile of the vector beam (given that its performance varies

slightly for the orthogonal polarizations), a quarter wave plate (QWP) at 45◦ was

added in the path of the vector beam to change the polarization of each beam to

circular (meaning the two beams making the vector light have the same ‘amount’

of vertical and horizontal polarization and the DM will have the same effect on

both). The 4f-system (lenses L1 and L2) was included to ensure the generated

beam reached the back aperture of the objective lens.

The rest of the optical tweezer setup was the same as reported previously. In

short, the high NA objective lens O focused the beam to create the optical trap

in the plane of the sample. The sample consisted of either 2 µm polystyrene

beads (sample used for obtaining trap stiffness) or QD-tagged polystyrene beads

(fluorescent sample) supported between a cover slip and microscope slide. An

inverted microscope setup was implemented with a DM reflecting the laser light into

the objective while letting the fluorescence and illumination light pass through. In

order to simultaneously observe trapping and fluorescence emission from the sample,

the imaging/detection system was set up as described in Figure 3.24 (Section 3.3.2).

Blue light was used to illuminate the sample which was transmitted by the notch

DM, reflected by the longpass DM and imaged to a CCD camera. The fluorescence

emission from the sample was transmitted by both DMs to be detected by an

avalanche photodiode (APD, a single photon detector). Since the DMs are not

100% effective, extra color filters were inserted to ensure no light from the trapping

laser reached the camera or APD.

135



4.3. TRAPPING WITH VECTOR FLAT-TOP BEAMS

Figure 4.18: a)An illustration of the experimental setup of a vector flat-
top holographic optical tweezer that can simultaneously image the sample
to observe trapping (blue beam) and detect fluorescence with an APD
(red beam). The insets show the experimentally generated vortex and
Gaussian beams that were combined to form the vector flat-top beam. b)
The multiplexed hologram that was encoded on the SLM to generate a
Gaussian and vortex beam with different propagation angles.
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Even though this study focused on creating vector flat-top beams, this setup can

be used to generate any arbitrary vector beam by simply superimposing different

scalar beams. For example, adding two vortex modes with l = +1 and l = −1,
respectively, will create radially and azimuthally polarized vortex beams.

Figure 4.19 shows the intensity profile and cross-section of an experimentally

generated vector flat-top beam in the near and far field. Theoretical profiles of the

vector beam cross-sections (green) are shown with the experimentally measured

data points (black). This confirms that the vector flat-top beam is shape invariant

in both the near field (image plane) and the far field (Fourier plane), an important

quality since the optical trap is generated in the far field. The near field was

imaged at the image plane after L2 while the far field was imaged at the focus of

a 500 mm focal length lens placed after L2 and using a flip-mirror to direct the

beam to this lens.

Figure 4.19: The intensity map (left) and cross-section (right) of an
experimentally generated flat-top beam in the a) near field and b) far field.
Theoretical cross-sections are presented in green with the experimental data
points in black.
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4.3.2 From scalar to vector beam trapping

As mentioned earlier, this holographic trap allows trapping with scalar Gaussian

and vortex beams, as well as vectorial combinations of the two. When equally

weighted, the resultant is the vector flat-top beam. The weighting factor was called

α (refer to Equation 4.5). Figure 4.20 shows the intensity profiles of experimentally

generated beams at different α values. The beams at the three critical α values

are shown in the top row with the scalar vortex beam at α = 0, the vector flat-top

beam at at α = 0.5 and the scalar Gaussian beam at at α = 1. The beams

at intermediate α values are shown in the bottom row. The theoretical profiles

(plotted in green) were in good agreement with the experimental data (presented

in black).

Figure 4.20: Intensity profiles of the beam generated at five different α
values, with the trapping stiffness of each beam printed above the graph
(unit: pN/µm). The experimental data points are plotted in black, whereas
the theoretical profiles are given in green.
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The trap stiffness of each beam is reported above the profile in Figure 4.20

(unit: pN/µm). Each beam was used to trap a 2 µm polystyrene particle for 3 min

at a power of 180 µW; the trap stiffness was calculated using the equipartition

method. The gradient force of the optical trap can therefore be adjusted by simply

changing the trapping beam’s profile. Since the power was kept constant, the trap

stiffness was increased as the trapping beam became more Gaussian-like.

4.3.3 Comparing flat-top and Gaussian beam traps

From Figure 4.17 we concluded that at the same power, the Gaussian beam will

theoretically create a stronger optical trap compared to the flat-top beam due to

its high peak intensity. This was confirmed experimentally by determining the

trap stiffness of these two beams at different powers – see Figure 4.21. Five 2 µm

diameter beads were trapped at each power measurement for 3 min for both the

Gaussian and the flat-top beam. The average trap stiffness of the five beads was

plotted in Figure 4.21 with the standard error shown by the error bars. From this

plot it is clear that the Gaussian beam outperformed the flat-top beam at each

power measurement.

Another conclusion drawn from the theoretical calculations in Section 4.2.2 is

that when the Gaussian and the flat-top are created with the same peak intensity,

then the flat-top will be the stronger trap due to its steeper intensity gradient.

Figure 4.22a shows the trap stiffness against the peak intensity of the two beams;

again, the experimental results confirmed the theory. In this graph, the same

data from Figure 4.21 was plotted but in terms of relative peak intensities. It

is known theoretically, but also shown experimentally in Figure 4.22b, that the

flat-top beam has half the peak intensity of the Gaussian beam at the same power.

Therefore, if it is assumed that the Gaussian with the highest power has a peak

intensity of 1, the rest can be scaled appropriately.
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Figure 4.21: The trap stiffness of a Gaussian and flat-top beam at different
powers.

To estimate the true peak intensity at the trap, the beam waist of the Gaussian

beam at the trap must be known, since the peak intensity of a Gaussian beam is

Ipeak =
2P

πω2
0

. (4.10)

To determine ω0, the back reflection of the Gaussian beam from the sample slide

was used. As mentioned previously, the dichroic mirrors are not 100% efficient,

therefore some of the trapping beam was transmitted and imaged to a CCD camera.

The camera was calibrated using the known diameter of the 2 µm beads in the

sample. The Gaussian beam waist at the trapping plane was measured to be

0.9 µm. Therefore, at a trapping power of 300 µW the peak intensity of the

Gaussian beam at the trap was calculated to be 24 kW/cm2 (this absolute peak

intensity corresponds to 1 in Figure 4.22). Since the exact power and beam size at

the trapping plane, inside the sample, are never fully known, this value must be

interpreted as only an estimation of the intensity.
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Figure 4.22: a) Trap stiffness of a Gaussian and flat-top beam trap at
different peak intensities. b) Experimental proof that at the same power,
the vector flat-top beam has half the peak intensity compared to a Gaussian
beam.

4.3.4 Trapping with different beam sizes

The size of the beam at the trap plays an important roll in the trap stiffness. The

optical trapping force a particle will experience (due to a focused beam) depends on

the beam size relative to the particle. In all the calculations done in Section 4.2.2,

the gradient force of the beam was determined by integrating over the total area

of the beam. The particle will, however, only experience this total force if it ‘sees’

the whole beam; which is true when the beam at the trap is smaller than the

particle. This has been the case up until now. All the traps created thus far have

been smaller than the 2 µm beads, as just reported the Gaussian trap had a waist

(radius) of 0.9 µm. To see the effect of a trapping beam that is larger than the

particle, a telescope was added in the setup to reduce the beam size before entering

the objective. Since the objective back aperture is not filled, the focus is less tight

– creating a larger optical trap.

The top row in Figure 4.23 shows the movement of a 2 µm polystyrene bead in

an optical trap where the beam is smaller (diameter of 1.8 µm) than the bead. A

Gaussian, vortex and flat-top beam was used to trap the particle. The bottom row
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shows the optical trap where the beam is larger (3.1 µm) than the bead. For the

small traps, the movement of the bead was concentrated at the centre of all the

beams with a little more movement in the vortex beam and more in the flat-top

beam. The movement of the bead in the large Gaussian trap was also centred

but less stiff than for the small Gaussian trap. The particle trapped in the large

vortex beam, moved along the ring of the beam where the intensity gradient and

consequently the trapping force exists. Lastly, the movement of the bead in the

large flat-top trap was more uniform (not concentrated at a point). From these

plots it is clear that the size and type of beam have a great influence on the

strength of an optical trap. To determine the trap stiffness of the large vortex and

flat-top beam, the equipartition method will not work, since a harmonic potential

Figure 4.23: The movement of a bead in Gaussian, vortex and flat-top
beam traps with a beam size smaller than the particle (top row) and larger
than the particle (bottom row). The particle was a 2 µm polystyrene bead,
the small trap had a beam diameter of 1.8 µm and the large trap a diameter
of 3.1 µm.
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does not exists; to determine the trap strength for these beams the drag force

method, for example, is more suitable [113].

4.4 The robustness of vector beams in aberrated

systems

This section is included to experimentally demonstrate another benefit of using

vectorial structured light in optical systems. As mentioned several times throughout

this chapter, vector beams are defined by their inhomogeneous polarization patterns.

When a vector beam travels through perturbing media that cause aberrations,

the beam appears distorted in its phase, amplitude and polarization structure,

however, the inhomogeneity of vectorial light is immune to any such perturbations,

given that the perturbing medium is unitary in nature (an inverse process exists

that can undo the changes of the medium). This robustness of vector beams was

shown in a recently accepted paper by our research group given in Appendix C.3.

The aberrations can be caused when light propagates through water or turbulent

air in the case of optical communication systems or (more relevant to optical

trapping) when the beam goes through imperfect or misaligned optical elements.

Due to the unchanging polarization inhomogeneity and the unitary nature of the

perturbing medium, the effect of the aberrated system can be undone (either

before or after the medium) to restore the spatial structure of the beam. For detail

of the theory, experiments and significance of this robustness of vectorial light

refer to the paper in Appendix C.3. Here, a part of the optical tweezing results is

presented to highlight another advantage of trapping with vectorial light.

In order to exhibit the impact of unitary transformations to vector beams in

a practical setting, a 2 µm polystyrene particle was trapped with an aberrated

radially polarized vector vortex beam. The movement of the particle in the
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aberrated trap along with the trap stiffness are shown in Figure 4.24a. The low

trap stiffness is due to the distortion of the spatial structure of the beam. Far field

intensity measurements of orthogonal polarization components of the aberrated

beam were used to extract the perturbation, which was corrected using the SLM

encoded with the conjugate of the aforementioned measurement. The corrected

beam was then used to trap the particle; the trap stiffness and movement of the

particle inside this corrected trap are given in Figure 4.24b. By undoing the effect

of the perturbing medium (aberration) the trap stiffness was greatly improved

from 0.023 (± 0.008) to 0.10 (± 0.03) pN/µm, since the spatial structure of the

radially polarized vector vortex beam was restored.

Figure 4.24: Particle movement in a vectorial beam optical tweezing system
with a trap stiffness of a) 0.023 ± 0.008 pN/µm when the beam is aberrated
and b) an increased trap stiffness of 0.10 ± 0.03 pN/µm when the aberration
was corrected.

4.5 Fluorescent particle trapping

The vector flat-top beam can be generated to have the same gradient force as the

Gaussian beam, but with a 25% reduced peak intensity (refer back to Figure 4.17).
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4.5. FLUORESCENT PARTICLE TRAPPING

This property of flat-top beams can be exploited to reduce photobleaching in optical

traps. Moreover, if flat-top beams are generated with the same power as Gaussian

beams, they have a 50% reduced peak intensity, with only a minimal loss of gradient

force (trap strength) especially at low trapping powers (see Figure 4.21). For the

end application of this project, which is to use optical tweezers and fluorescence

detection for sensing purposes, the loss of trap strength when using a flat-top

beam is insignificant. Therefore, for the rest of this study, the photobleaching

effect of vector flat-top beams and Gaussian beams generated with the same

power was compared to experimentally test whether flat-top beam trapping can

reduce photobleaching in optical tweezers. Just to reiterate, photobleaching is

the process where fluorophores permanently lose their fluorescence, and although

not fully understood, bleaching most probably happens when electrons already in

the excited state absorb a photon and escape, leaving the fluorophore positively

charged and non-fluorescent.

The fluo-beads and the QD-tagged beads were used to investigate photobleaching

in the optical tweezer; the initial photobleaching signal of the fluo-beads was used

to model the behaviour of the QD-tagged beads as explained in Section 3.3.2. All

the fluorescence intensity measurements presented in this section were normalized

and background subtracted.

The first test looked at the effect of the trapping power on photobleaching. Fig-

ure 4.25 shows the photobleaching of trapped fluo-beads at different laser powers

(measured with the APD). The higher the power, the quicker the fluo-beads

bleached, which is as one would expect since a higher power means a higher

intensity and more photons (per area) reaching the fluorophore that can induce

bleaching. Note that the lowest power tested was 6 µW, however, at this power

a bead cannot be trapped, so the light was shone on a stationary particle to

test the effect of this low power. 60 µW is the minimum power at which stable
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trapping (the particle does not escape the trap for 3 min) was observed for both

the vector flat-top and Gaussian beam. This power was therefore mainly used for

the photobleaching experiments.

Figure 4.25: Photobleaching of fluo-beads at different trapping powers.

After creating the vector flat-top beam, a quick initial test was done to look

at the effect of this beam on photobleaching. This test was done by exciting

(not trapping) a fluo-bead with a Gaussian and flat-top beam respectively and

looking at the fluorescence emission on the CCD camera – the results are shown

in Figure 4.26. This preliminary test showed that the flat-top beam excitation

increased the photobleaching lifetime of the fluo-bead significantly. Since this

excitation result showed promise, further investigation was done to see if the beam

has the same effect when used as the trapping beam (not only the excitation

beam).
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Figure 4.26: Photobleaching of fluo-beads under Gaussian and flat-top
beam excitation.

The HOT setup as described in Section 4.3.1 was used to trap and excite QD-

tagged beads and fluo-beads with a Gaussian and vector flat-top beam respectively.

The results are presented in Figure 4.27. In contrast to the initial excitation test,

no difference was observed in the bleaching lifetimes when trapping with the two

different beams. The same bleaching lifetimes for the flat-top and Gaussian trap

were seen for a QD-tagged bead at 60 µW (Figure 4.27b) as well as for fluo-beads

at different trapping powers (Figure 4.27c). An explanation for these results might

lie in beam size of the optical trap; these fluorophores were trapped with a beam

smaller than the particle as illustrated in Figure 4.27a. This means that the particle

‘sees’ the whole beam. The vector flat-top and Gaussian beams were generated

with the same power meaning they have the same number of photons (just spread

differently). Therefore, the same number of photons reaches the fluorophore for

both beams, causing the same extent of photobleaching. In an optical tweezer

where the trap is smaller than the particle, the photobleaching is dependent on

the number of photons (power) and independent of the spread of the photons (the

intensity).
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4.5. FLUORESCENT PARTICLE TRAPPING

Figure 4.27: Photobleaching in small Gaussian and flat-top beam traps. a)
An illustration of the beam size relative to the particle; the trapping beam
was smaller than the particle. Photobleaching of a trapped b) QD-tagged
bead and c) fluo-bead in Gaussian and flat-top beam traps at different powers.
No improvement in the photobleaching lifetime was observed.

To test the above mentioned explanation, a trap larger than the particle was

created. In this trap the fluorophore does not ‘see’ the whole beam and the part

of the beam the fluorophore does ‘see’ depends on the intensity profile of the

beam. The photobleaching in such a trap must therefore be dependent on the

intensity or spread of the photons in the trapping beam. The photobleaching of a

fluo-bead and a QD-tagged bead in such a trap are shown in Figure 4.28. Firstly,

refer to the inset in Figure 4.28 showing the trap size relative to the particle

size; more photons are incident on the fluorophore in the Gaussian beam trap

than the flat-top beam trap since the fluorophore now only ‘sees’ the centre part

of the beam where the Gaussian is much more intense. In this larger trap, the

flat-top trapping beam increased the photobleaching lifetime of the fluo-beads

(Figure 4.28a) and QD-tagged beads (Figure 4.28b) similar to the results seen in
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the initial excitation test. The photobleaching of several QD-tagged beads were

measured and the bleaching half-life of a bead in a Gaussian trap was determined

to be 7.6 ± 0.6 s and the half-life in a vector flat-top trap 11 ± 1 s which is a 45%

increase in the photobleaching half-life.

With all these results taken into consideration, vector flat-top beams (of the right

size) can reduce photobleaching of a fluorophore in an optical tweezer system. In

this study, the trapping and fluorescence excitation was (very unconventionally)

done with the same laser, extensive photobleaching was therefore expected. How-

ever, implementing this structured light trapping in a dual laser system where

trapping is done with a near-infrared laser (a wavelength which is less absorbent to

the fluorophores) holds much promise to fluorescence studies in optical tweezers.

149



4.5. FLUORESCENT PARTICLE TRAPPING

Figure 4.28: Photobleaching of a trapped a) fluo-bead and b) QD-tagged
bead in large Gaussian and flat-top beam traps. The trap size was larger
than the particle; the inset shows the beam size relative to the particle.
Longer photobleaching lifetimes were observed for the fluorophores in the
flat-top beam trap as compared to the Gaussian beam trap.
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4.6 Chapter summary

In this chapter, the successful setup of a vectorial holographic optical tweezer, that

can be used to reduce photobleaching in optical traps, was demonstrated. The

chapter started with an introduction to structured light and shaping light with

SLMs. The advantages of trapping particles with flat-top beams over Gaussian

beams were discussed theoretically and shown experimentally. Trapping with

scalar Gaussian and vortex beams, as well as vectorial combinations of the two,

were demonstrated. QD-tagged beads and fluo-beads were used to test the effect

of vector flat-top beams on photobleaching lifetimes in optical tweezers. Also, the

large role the trap size plays on the trap stiffness and photobleaching inside optical

tweezers was shown experimentally.
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Chapter 5

Conclusion and outlook

This research project focused on tailoring optical tweezers for the fluorescence

detection of quantum dots. The synthesis and characterization of micro-sized

polymer beads functionalized with L-cysteine capped CdSe/ZnS core/shell QDs

were presented. The optimization process of this synthesis was discussed in detail,

highlighting the importance of size, adhesion and agglomeration control. To

showcase the sensing ability of these QD fluorescent probes, they were used to

detect atrazine, a harmful herbicide, at environmentally relevant surface water

concentrations.

An optical tweezer setup was built with which trapping and in-situ fluorescence

measurement of the QD probes were demonstrated. The experimental and technical

difficulties of setting up an optical tweezer with integrated fluorescence detection

were discussed. By employing structured light in the setup, a vectorial HOT

was created, allowing for tailored gradient forces and light intensities within the

trap. This advanced setup was used to deliver propagation invariant flat-top

beams for uniform illumination and optical trapping. The added benefits of

trapping with this vector flat-top beam over the conventional Gaussian beam were

discussed theoretically and confirmed experimentally. It was shown that by simply

tailoring the intensity landscape of the trapping beam, photobleaching in a single

wavelength optical trap can be reduced; a result that will advance the field of

optical manipulation of fluorescent particles.
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CONCLUSION AND OUTLOOK

The research presented in this dissertation laid the groundwork for a novel analytical

instrument. In this study, QD probes fit for optical trapping and pollutant

detection were synthesised, a holographic optical tweezer was set up with a built-in

fluorescence microscope and the added benefits and applications of incorporating

vectorially structured light into the system were investigated. In order to use the

optical tweezer system for analytical sensing, a stable fluorescence signal (of at least

for a few seconds) of the QD probe is necessary. Even though photobleaching was

reduced by trapping with the flat-top beam, the current setup that used a single

laser for trapping and excitation did not provide the required stable fluorescence

signal. However, this challenge can be overcome by implementing the advantages of

structured light for optical manipulation of fluorescent particles, as demonstrated

in this dissertation, into a dual laser optical tweezer setup (separate trapping

and excitation sources). Further work to optimise this analytical instrument

includes the integration of a microfluidic channel into the setup, investigating

possible methods to enhance the selectivity of the QD probes (such as coating

the QDs with molecularly imprinted polymers) and optimising the physiochemical

conditions for pollutant detection in the optical tweezer system. Even though the

long term aim of this project is to create a novel analytical technique, the research

and findings of the process to reach this goal as presented in this dissertation, is

of great value to the optical manipulation and chemistry communities alike.
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[50] Gwénaël Gouadec and Philippe Colomban. Raman spectroscopy of nanomate-

rials: How spectra relate to disorder, particle size and mechanical properties.

Progress in Crystal Growth and Characterization of Materials, 53(1):1–56,

2007.

[51] Yasuhiro Shirasaki, Geoffrey J Supran, Moungi G Bawendi, and Vladimir
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Phillips, and Tomáš Čižmár. Comparison of nematic liquid-crystal and

dmd based spatial light modulation in complex photonics. Optics Express,

25(24):29874–29884, 2017.

[164] Carmelo Rosales-Guzmán and Andrew Forbes. How to shape light with

spatial light modulators. SPIE Press, 2017.

[165] Andrew Forbes, Angela Dudley, and Melanie McLaren. Creation and detec-

tion of optical modes with spatial light modulators. Advances in Optics and

Photonics, 8(2):200–227, 2016.

[166] Joseph P Kirk and Alan L Jones. Phase-only complex-valued spatial filter.

JOSA, 61(8):1023–1028, 1971.

174



REFERENCES

[167] Victor Arrizón. Complex modulation with a twisted-nematic liquid-crystal

spatial light modulator: double-pixel approach. Optics Letters, 28(15):1359–

1361, 2003.

[168] Victor Arrizón. Optimum on-axis computer-generated hologram encoded into

low-resolution phase-modul ation devices. Optics Letters, 28(24):2521–2523,

2003.

[169] Victor Arrizón, Guadalupe Méndez, and David Sánchez-de La-Llave. Accu-

rate encoding of arbitrary complex fields with amplitude-only liquid crystal

spatial light modulators. Optics Express, 13(20):7913–7927, 2005.

[170] Eliot Bolduc, Nicolas Bent, Enrico Santamato, Ebrahim Karimi, and

Robert W Boyd. Exact solution to simultaneous intensity and phase encryp-

tion with a single phase-only hologram. Optics Letters, 38(18):3546–3549,

2013.

[171] Victor Arrizón, Ulises Ruiz, Rosibel Carrada, and Luis A González. Pixelated
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Appendix A

Synthesis optimization

The details of the QD and QD-tagged bead syntheses, as described in Chapter 2,

are reported in this appendix. The synthesis of L-cysteine capped CdSe/ZnS

QDs was optimized after four batches. The details of the reaction conditions,

fluorescence emission, problems and improvements of each batch are summarized

in Table A.1.

The QD-tagged bead synthesis method was optimized after five attempts. Table A.2

compares the reaction conditions and results of these attempts. As discussed in

Section 2.3, Figures A.1 to A.3 show TEM images of the QD-tagged beads at

various stages in the optimizing process.
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Table A.1: Reaction conditions and properties of batches 1 to 4 of synthesized L-cysteine capped CdSe/ZnS
QDs.

Batch 1 Batch 2 Batch 3 Batch 4

Reaction conditions

Precursor mixing

Overnight at room

temperature

(warm day)

Overnight at room

temperature (cold

day)

5 h at 40 ◦C 5 h at 40 ◦C

Volume of Se-

precursor added

(ml)

20 20 25 25

Core growth (min) 15 30 15 15

Volume of core ex-

tracted for analysis

(ml)

30 20 30 30

Extra aliquots of shell

precursor added
2 None None None
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Table A.1 – continue

Batch 1 Batch 2 Batch 3 Batch 4

Shell growth time

(min)

75 (before addition

of extra shell

aliquots)

60 40 40

Purify hydrophobic

core/shell QDs
No No Yes Yes

Mass of L-cysteine

used (g)
2 2 2 3

Functionalized some

CdSe core QDs with

L-cysteine

No Yes Yes Yes
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Table A.1 – continue

Batch 1 Batch 2 Batch 3 Batch 4

Purification solvents

acetone (×2)
chloroform (×2)

chloroform:

acetone:water

(1:2:1) (×2)
acetone (×1)

acetone chloroform

chloroform:

acetone:water

(1:2:1) methanol

and ethanol

(multiple

repetitions)

ethanol (×4)
acetone (×2)

ethanol (×4)
acetone (×2)

Fluorescence emission peak maxima (nm)

CdSe core 570 565 595 574

CdSe/ZnS core/shell 588 571 609 584

L-cysteine capped

CdSe core
- 567 592 -

L-cysteine capped

CdSe/ZnS core/shell
621 595 620 602

Physical properties of the final L-cysteine capped CdSe/ZnS QDs
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Table A.1 – continue

Batch 1 Batch 2 Batch 3 Batch 4

Large agglomerations

present
Yes No No No

Monodispersed
Yes (with

agglomerations)

Relative (even

after repeated

rigorous

purification still

impurities present)

Yes Yes

Fluorescence emission properties of the final L-cysteine capped CdSe/ZnS QDs

Narrow symmetrical

peak
Yes

No

(unsymmetrical)
Yes Yes

Peak ≥ 595 nm Yes Yes Yes Yes

FWHM (nm) 35 46 46 44
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Table A.1 – continue

Batch 1 Batch 2 Batch 3 Batch 4

Appearance under

UV-light

Intensity Good Good

After purification

the intensity

diminished but

recovered when

dispersed in water.

After purification

the intensity

diminished but

recovered when

dispersed in water.

Conclusion

Successfully synthe-

sized water-soluble

QDs

Yes Yes Yes Yes
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Table A.1 – continue

Batch 1 Batch 2 Batch 3 Batch 4

Problem with batch
Large agglomerates

present

Unsymmetrical

fluorescence

emission peak

Fluorescence

intensity quenching

Method

reproducibility

highly dependent

on the nucleation

temperature

Possible reason for

the problem

Extra aliquots of

shell precursor

added

Impurities in the

sample

QD agglomerates

formed after

purification

Nucleation

temperature must

be more controlled

for future

syntheses

Improvement to

method
-

Did not add extra

aliquots of shell

Purified

hydrophobic

core/shell QDs

Repeated exactly

as batch 3 to test

reproducibility
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Table A.2: Reaction conditions and properties of attempts 1 to 5 of synthesized QD-tagged beads.

Attempt 1 Attempt 2 Attempt 3 Attempt 4 Attempt 5

Reaction conditions

Reaction temper-

ature

Room

temperature
Ice bath Ice bath Ice bath

Ice bath/ room

temperature

when in

sonicator

Stirring time for

carboxyl activa-

tion (min)

30 30 35 30 30

Remove excess

EDC before

adding QDs

No No

Yes (NHS was

added after

removal of

excess EDC)

Yes (NHS was

added before

removal of

excess EDC)

Yes (NHS was

added before

removal of

excess EDC)

Mixing method Stirring Stirring Stirring Stirring
Ultra-

sonication

Batch of QDs

used
1 1 3 3 4
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Table A.2 – continue

Attempt 1 Attempt 2 Attempt 3 Attempt 4 Attempt 5

Mixing time for

conjugation reac-

tion (h)

24 24 16 16 3

Number of repli-

cates for each at-

tempt

1 1 1

5 (increasing

amount of QD

added)

1

Solvent used for

purification
Acetone Water Water Water Water

Storage con-

dition of QD-

tagged bead

product

Dried powder at

room

temperature

In solution

(water) in the

fridge

In solution

(water) in the

fridge

In solution

(water) in the

fridge

In solution

(water) in the

fridge

Quantities

Beads (µl) 200 200 100 100 50

Volume 0.1 M

EDC (ml)
5 5 5 5 2.5
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Table A.2 – continue

Attempt 1 Attempt 2 Attempt 3 Attempt 4 Attempt 5

Volume 0.1 M

NHS (ml)
5 5 5 5 2.5

QDs (mg) 20 20 6 5-20 3

Conclusions

Successful cou-

pling
No Yes Yes Yes Yes

Problem with at-

tempt

No intact bead

was observed

Large QD

agglomerations

formed

The beads were

coated with too

little QDs,

coating was not

uniform.

Increasing the

amount of QDs

added did not

increase the

amount coupled

to the surface of

the beads.

Excess

unreacted QDs
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Table A.2 – continue

Attempt 1 Attempt 2 Attempt 3 Attempt 4 Attempt 5

Possible reason

for the problem

Acetone

dissolved the

polymer beads.

Excess EDC

activated

carboxylic

groups on QDs

which then

reacted with

themselves.

The unstable

O-acylisourea

intermediate

was purified

with water

which could

have made the

reaction less

efficient.

Water-soluble

QDs that tend

to clump

together

prevented

uniform coating.

Sonication

causes more

QDs to react

thus less QDs

are necessary.

Improvement to

method
-

Only used water

for purification;

store product in

water and use

an ice bath for

the reaction.

Removed excess

EDC before

adding QDs.

Added NHS

before removing

access EDC and

add more QDs.

Used ultra-

sonication.



SYNTHESIS OPTIMIZATION

Figure A.1: TEM images showing the inconsistency of the QD coating
within a sample of the QD-tagged beads (attempt 4). In a single batch,
beads were imaged that were coated with a) no QDs, b) some QDs, c) small
QD agglomerates and d) with large amount of QDs.
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SYNTHESIS OPTIMIZATION

Figure A.2: TEM images of the surface of QD-tagged beads (of attempt 4)
where increasing amounts of 5 mg, 10 mg, 15 mg and 20 mg of QDs were
added for each replicate synthesis. The increase in QDs did not significantly
increase the amount of QDs on the bead surface. The consistency of the QD
coating also did not improve.

Figure A.3: Appearance of the QD-tagged beads from attempt 1. No intact
bead was observed since the acetone used to purify the product dissolved
and deformed the polystyrene beads.
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Appendix B

SLM calibration

This appendix discusses the SLM calibration process used in the experimental

setup. Calibration of the SLM is necessary since the phase modulation imparted

to a beam by the SLM is dependent on the wavelength of the laser light. It is

therefore necessary to ensure that a linear phase ramp from 0 to 2π (higher also

possible) is obtained when changing the grey levels of the hologram from 0 (black)

to 255 (white).

The first step in calibrating the SLM was to determine the phase change of the

beam over the 256 grey levels. This was done by interfering two beams that were

reflected from the SLM, where the one beam stayed unmodulated while the other

beam was modulated over all the grey levels which caused a shift in the interference

pattern. The setup used for SLM calibration is given in Figure B.1.

An expanded beam was sent through a double pinhole mask to create two beams

of equal size. These beams were directed to the SLM screen where they were

incident on separate halves of the screen. Thus, the phase modulation imparted to

each beam was controlled by changing the grey scale value displayed on each half

of the SLM. The two beams interfered at the focus of lens L3, while the objective

was used to enlarge the interference pattern. Example holograms displayed on the

SLM with the corresponding shift in the interference pattern (after calibration) are

shown as insets. The line drawn on the interference patterns helps to visualise the

shift in the pattern as the grey levels were changed. First both halves of the SLM
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SLM CALIBRATION

Figure B.1: Schematic of the the experimental SLM calibration setup.

screen were black (grey level = 0) which imparted no relative phase shift to the

beams. When the one half was changed to grey level 128, which corresponds to a

phase shift of π, the maximum marked by the white line changed to a minimum. In

the last hologram one half of the SLM was changed to white (255) corresponding

to a 2π phase shift moving the maximum back again.

The Holoeye Phasecam software was used to track the shift in the interference

pattern while running through all 256 grey levels on one half of the screen (not

only three as shown in Figure B.1). The software identifies a minimum in the

interference pattern and then tracks this point as the interference pattern shifts.

The shift in interference pattern obtained by Phasecam before and after calibration

is shown in Figure B.2. These plots consist of 256 rows, each containing the

intensity profile of the interference pattern for that particular grey level.
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SLM CALIBRATION

Figure B.2: Interference pattern shifts a) before and b) after calibration
obtained with Phasecam.

The phase shift relates to the interference pattern shift by

Phase shift(π) =
Interference shift

0.5× T , (B.1)

where T is the period of the interference pattern. The calculated phase shift at

different grey levels before and after calibration are shown in Figure B.3. Before

calibration, the phase shift was non-linear and had a maximum shift of 2.8π.

To calibrate the SLM, the applied voltage across the electrodes (or digital po-

tentiometer) is adjusted until a linear response is obtained. The manufacturer

provides a calibration file, also known as the ‘gamma-file’, that maps the grey

levels to specific voltages. In principle, when this file is uploaded with the speci-

fied potentiometer values, it should calibrate the SLM for a specific wavelength.

However, these suggested voltage values are not always effective and usually need

some manual tweaking to achieve calibration.
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SLM CALIBRATION

Figure B.3: Modulated phase shift at different grey levels before and after
calibration.
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Appendix C

Research outputs

C.1 Conference proceeding

SPIE Photonics Europe conference proceeding presented on 5 April 2022 in

Strasbourg, France.
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ABSTRACT

Here we create a holographic trap that allows trapping with scalar Gaussian and vortex beams, as well as vectorial
combinations of the two. When equally weighted, the resultant is a propagation invariant flat-top beam trap.
The set-up includes a spatial light modulator in an interferometer to combine the beams, an inverted microscope
for imaging, and a photon counting fluorescence detection stage. We outline the functionality of this system,
measure the trap stiffness for some example beams, and show in-situ fluorescence measurement from quantum
dots attached to micro-scale beads.

Keywords: holographic optical tweezers, vector beam, spatial light modulator, fluorescence spectroscopy, quan-
tum dots

1. INTRODUCTION

Optical trapping or tweezing refers to the manipulation of micro and nano particles with tightly focused laser
light. This technique has found countless applications in the fields of physics and biology ever since its advent
in 1970 by Arthur Ashkin.1 The invaluable contribution of optical tweezers to the science community, won its
creator the 2018 Nobel Prize in Physics.2 Optical trapping was first demonstrated with a Gaussian beam1 and
this beam still dominates trapping experiments today. However, the introduction of structured light3,4 (varying
light’s intensity, phase and polarization) in optical tweezers, has sprouted a myriad of applications and inventions.
Structured light has made it possible to not only trap but to direct, move and orient particles; the advances made
in structured light combined with optical tweezers were extensively discussed in two recent review articles.5,6

Structured light can be generated in numerous ways, but it was the development of spatial light modulators7,8

that enabled the advancement of tailored light in optical traps which is a well-established technique today, called
holographic optical tweezers (HOTs).

Structured light beams can broadly be classified as scalar or vector beams. Scalar beams are structured in
amplitude and phase whereas vector beams are tailored in polarization as well. Trapping with vector beams
is the most recent avenue of structured light explored in optical tweezers and has already proven beneficial to
the trapping community.6,9 The radially polarized vector beam is famous for achieving the smallest spot size
when tightly focused,10,11 this property has been used to demonstrate stronger axial trapping.12,13 Another
interesting use of polarization in traps is the so-called tractor beam that can exert a pushing or a pulling force on
a particle depending on the polarization of the incident beams.14 A further advancement in vector beam traps
was demonstrated by Bhebhe et al. when they created an array of vector beams enabling simultaneous trapping
of multiple particles with beams of different polarization patterns.15

Even though the inclusion of structured light in optical tweezers has made it a powerful tool, this technique is
still blind to conformational and chemical changes of molecules - this is where fluorescence spectroscopy comes into
play. The combination of optical tweezers with single molecule fluorescence has made the visualization of chemical
and structural changes possible within the optical tweezer setup and is today an invaluable and pioneering tool
for biological studies.16–18 The main difficulty when combining optical tweezers and fluorescence microscopy is
that the intensity of the trapping light is up to six orders of magnitude higher than the intensity of excitation

Corresponding author email: andrew.forbes@wits.ac.za
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light used for fluorescence studies.19 The high intensity light used in optical tweezers causes photobleaching of
the fluorophores which is an irreversible process where the fluorophore loses its fluorescence.20 Although not
fully understood, photobleaching usually occurs because electrons already in the excited state continue to absorb
photons and the resulting dissociation then leads to permanent loss of fluorescence signal.21 Because of the
difference in intensity of the two techniques, in most setups two different light sources are used – one for trapping
(high intensity) and the other for fluorescence excitation (low intensity). To prevent photobleaching due to the
trapping laser three general solutions have been demonstrated: (1) trapping with a non-resonant laser,19 and the
separation of the fluorescence and trapping in (2) space21–23 or in (3) time.24 In all the cases described above
separate sources were used for trapping and excitation, but both can be achieved by a single laser if two-photon
excitation (TPE) fluorescence is used. In TPE two photons are simultaneously absorbed by the fluorophore that
then emits light with a shorter wavelength than the excitation wavelength. TPE only occurs at a measurable
rate with high intensity lasers such as lasers used for optical trapping.25 Very little research has investigated
the possibility to use structured light to mitigate the photobleaching effect of the trapping laser. Only very
recently have Zhang and Milstein shown that trapping with a Laguerre-Gaussian beam (or ’doughnut’ beam)
significantly improves the bleaching lifetime of the organic dye Alexa-647 positioned 1 µm below the trapped
particle (separate trapping and excitation sources were used).26

In this work we explored the advantages of a vector trapping beam, specifically a vector flat-top beam,
compared to the conventional Gaussian trapping beam. We used the dynamic control of the SLM to easily
switch between scalar to vectorial light, tailoring the gradient forces and light intensities within the trap. We
also explain why the vector flat-top beam is a superior trapping beam for fluorescent particles. The fluorescent
particles we focused on in this study are semiconducting nanocrystals known as quantum dots (QDs) that exhibit
interesting optical properties.27 One of the properties of QDs is their ability to be used as sensors due to their
fluorescence emission being extremely sensitive to the surface environment. The presence of a target analyte can
result in either QD fluorescence quenching or enhancement due to a physical or chemical interaction;28,29 they
have therefore been used to detect numerous analytes.30 Combining single-molecule (or particle) manipulation of
optical tweezers with the sensing ability of QDs has the possibility of being an ultra-sensitive analytical technique
as shown by the biosensing research group of Hong-Wu which obtained detection limits as low as 1.0-2.0 pM for
different virus genes.31–33

This paper, therefore, shows the potential bright future for the threefold combination of optical tweezers,
structured (vector) light and fluorescence spectroscopy.

2. VECTOR FLAT-TOP BEAMS

A vector beam can typically be generated by the superposition of two orthogonally polarized scalar fields.9 More
specifically, a vector flat-top beam (UFT ) is created by the superposition of a Gaussian and a vortex mode34

UFT =
√
1− αLG0

1êH +
√
αLG0

0êV, (1)

where LGp
l refers to the Laguerre-Gaussian modes with the radial order p and the azimuthal order l, so that

l = p = 0 gives the Gaussian beam (vertically polarized) and p = 0, l = 1 gives the vortex beam (horizontally
polarized). α weighs the two scalar beams in order to easily generate any field from a vortex when α = 0 to a
Gaussian when α = 1 with the vector flat-top at α = 0.5. The intensity profile as α changes is given in Fig. 1
along with the profiles at the critical α values.

The authors would like to stress the fact that even though vector flat-top beams were generated, it is just
as easy to superimpose different scalar beams to create any arbitrary polarization pattern. For example, adding
two vortex modes with l = +1 and l = −1 to create radially or azimuthally polarized light.15
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Figure 1. Intensity profile as α changes showing the evolution from a vortex to a Gaussian beam. The profiles of the
vortex beam at α = 0, the vector flat-top beam at α = 0.5 and the Gaussian beam at α = 1 are shown on the right.

An ideal flat-top beam has a uniform intensity profile where the intensity drops to zero at the edges. In
reality, there only exists approximations for flat-top beams, like the vector flat-top approximation discussed in
this paper. Other scalar approximations include super-Gaussian beams, Fermi-Dirac and flattened Gaussian
beams to name a few.35,36 The major drawback of the scalar approximations is that their intensity profile varies
as they propagate as shown in Fig. 2, the flat-top intensity profile is only obtained at a certain plane after
which the profile changes quite drastically. On the contrary, vector flat-top beams are propagation invariant
(see Fig. 2). This is true since they are the superposition of two eigenmodes of free-space (LG modes) making
them an eigenmode of free-space. To have a propagation invariant beam makes the experimental optical delivery
of the flat-top beam at the trapping plane much easier which is a highly favourable property of vector flat-top
beams.

Figure 2. Propagation of a scalar flat-top beam (left) simulated using the flattened Gaussian beam approach36 and of a
vector flat-top beam (right). The scalar flat-top quickly loses its shape while the vector flat-top is propagation invariant.
The peak intensity was normalized to better visualize the unchanging intensity profile of the vector flat-top.

3. RESULTS

The dynamics of a trapped particle can traditionally be described by two forces, the scattering force and the
gradient force.37 The former force is also known as the radiation pressure and is due to the reflection of light
incident on a particle. This scattering force acts on the particle in the direction of light propagation therefore
pushing the particle away from the beam. The gradient force is due to refraction of incident rays on a particle
(momentum transfer); this force acts in the direction of the most intense region of the beam (the spatial intensity
gradient) and is also known as the trapping force. The gradient or trapping force of a beam can therefore be
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estimated using the intensity gradient of the beam (Fgradient ∝ ∇I). Thus, for a structured field to be a successful
trapping beam, it must have a steep intensity gradient, which is the case for a flat-top beam.

Fig. 3 shows the experimental intensity profiles (shown in black) at different α values with the theoretical
profiles in green. Each beam was used to trap a 2 µm bead with the trap stiffness reported (trap stiffness pN/µm
± std. error).

Figure 3. Experimentally obtained intensity profiles (shown in black) with the theoretical profiles (in green) at five
different α values with the trapping stiffness shown above (unit: pN/µm)

In Fig. 4 the profile of a vector flat-top is shown with the intensity profile of a Gaussian beam having (1) the
same power and (2) the same effective gradient force as the vector flat-top. Therefore, when trapping fluorescent
particles with a vector flat beam the trapping (and/or excitation) light has half the peak intensity compared to
the conventional Gaussian beam, with only a minimal loss of trapping efficiency as shown experimentally on the
right of Fig. 4. Similarly, if one considers the intensity profile of a Gaussian beam that has the same (theoretical)
gradient force as the flat-top beam, the peak intensity of the Gaussian is still around 1.5 times higher than the
flat-top. This shows that vector flat-top beams can be used to reduce the peak intensity (reduce photobleaching)
while maintaining the trap efficiency.

We used the same laser (wavelength λ = 532 nm) to trap and excite the QD-tagged beads which induced
excessive photobleaching even at a low power of 100 µW. However, preliminary results showed that the half-life
of the fluorophore was increased by 73% when using a vector flat-top trap compared to a Gaussian beam trap
(the half-life improved from 0.98 s to 1.7 s). This is compelling evidence for using a flat-top beam as the trapping
beam (in a dual-laser setup) to help solve the bleaching phenomenon.

Figure 4. Comparison of the intensity profiles of a vector flat-top beam and a Gaussian beam with the same power and
with the same gradient force (left). The experimental trap stiffness of a Gaussian and vector flat-top trap at different
powers (right). Even though the flat-top has a steeper intensity gradient, at the same power the Gaussian beam trap is
stiffer due to a higher peak intensity. The equipartition method was used to determine the trap stiffness.38
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4. EXPERIMENTAL SETUP AND SAMPLE PREPARATION

A schematic of the experimental setup used to create a vector holographic optical trap is illustrated in Fig. 5.
A horizontally polarized Gaussian beam from a λ = 532 nm laser was expanded and collimated before illumi-
nating the screen of the liquid crystal SLM. The multiplexed grey-scale hologram that was encoded on the SLM
through complex amplitude modulation is shown in Fig. 5a. To create a vector flat-top beam, a Gaussian and
a vortex beam with different propagation angles were created with the SLM which was aligned to only modu-
late horizontally polarized light. A half wave plate (HWP) was added in the path of one beam to change its
polarization from horizontal to vertical to allow the superposition of orthogonal polarized beams to create the
vector beam. A D-shaped mirror (D-M) was used to direct the path of the vortex beam in order to combine
the two scalar beams interferometrically in the polarizing beam splitter (PBS). The 4f-system (lenses L1 and
L2) was included to ensure the generated beam reached and filled the back aperture of the objective lens (100×,
Nikon oil immersed, NA 1.3). The high NA objective lens focused the beam to create the optical trap in the
sample holder. The sample consisted of either uncoated 2 µm polystyrene beads (sample used for obtaining trap
stiffness) or QD-tagged polystyrene beads (fluorescent sample) supported between a cover slip and microscope
slide. An inverted microscope setup was implemented with a dichroic mirror (DM) reflecting the laser light
into the objective while letting the fluorescence and illumination light pass through. A white LED illuminated
the sample from above and imaged the sample through the objective and eyepiece lens L3 to a CCD camera
(detector) when taking position measurements of the trapped bead. However, for fluorescence detection, the
illumination light was switched off, and the fluorescence (travelling the same path as the illumination light) was
detected with an avalanche photodiode (detector).

Figure 5. a) The multiplexed hologram that was encoded on the SLM to generate a Gaussian and vortex beam with
different propagation angles. b) Schematic illustration of the experimental setup used to generate a vector flat-top
holographic optical tweezer.
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The fluorophores used in this study were L-cysteine capped CdSe/ZnS QDs coupled to 2 µm polystyrene
beads. The QDs were synthesized and coupled to commercial beads through EDC/NHS chemistry. The success
of the coupling reaction was confirmed by the TEM images of the surface of an uncoated bead and a QD-tagged
bead shown in Fig. 6. The right-hand image in Fig. 6 shows the fluorescence emission of a QD-tagged bead
under a confocal micrope.

Figure 6. Transmission electron microscope (TEM) images of the surface of a 2 µm diameter uncoated polystyrene bead
(left) and a QD-tagged bead (middle), showing the successful coating of the beads with QDs. On the right the appearance
of the QD-tagged bead under the fluorescence microscope, clearly showing the fluorescence emission from the QDs around
the bead.

5. CONCLUSION

A vectorial holographic optical tweezing system was used to tailor the gradient forces and light intensities within
the optical trap. The versatility of the system was demonstrated by generating propagation invariant vector
flat-top beams and easily switching from scalar to vectorial light. We also showed the possibility of using these
structured beams to prolong the fluorescence half-life of QDs in the optical trap.
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from calibration to applications: a tutorial,” Advances in Optics and Photonics 13(1), 74–241 (2021).

205



RESEARCH OUTPUTS

C.2 Journal paper

Research paper based on the work presented in this dissertation, submitted to

Nanoscale.

206



Journal Name

Optical trapping and fluorescence control with vectorial
structured light

Ané Kritzinger,a Andrew Forbesb and Patricia B.C. Forbesa∗

Here we functionalized micro-scaled polymer beads with nano-scaled quantum dots and demonstrate
optical trapping and tweezing, with in-situ fluorescence measurement, in an all-digital all-optical
configuration. We outline the chemistry required to facilitate this, from deactivating the optical
trapping environment to size, adhesion and agglomeration control. We introduce a novel holographic
optical trapping set-up that leverages on vectorially structured light, allowing for the delivery of
tuneable forms of light from purely scalar to purely vector, including propagation invariant flat-top
beams for uniform illumination and tailored intensity gradient landscapes. Finally, we show how this
has the potential to quench bleaching in a single wavelength trap by linear (spatial mode) rather
than non-linear effects, advancing the nascent field of optics for chemistry.

1 Introduction
Optical trapping or tweezing describes the manipulation of nano-
to micro-sized particles through momentum transfer from tightly
focused light. Optical tweezing was first demonstrated by Arthur
Ashkin in 1970 with a Gaussian beam1 and half a decade later
this beam still dominates optical trapping experiments. However,
the employment of structured light (varying the intensity, phase
and polarization of light) in optical tweezers has made it possible
to not only trap but to move, rotate and direct particles. These
structured light traps are a well-established technique today and
since most structured beams are created by means of a hologram,
they have been dubbed holographic optical tweezers (HOTs).2,3

With HOTs, an array of traps can be created to trap multiple
particles simultaneously while being able to dynamically change
this array pattern.4–6 Structured beams that reconstruct them-
selves after being distorted by a trapped particle (Bessel beams)
have allowed for trapping in multiple planes previously not possi-
ble.7 Airy beams, for example, can guide a particle along a certain
trajectory enabling selective removal of particles in a sample.8

The fact that light carries linear momentum is well-known and is
the reason why light can trap particles, however, light can also
carry orbital angular momentum (OAM), like Laguerre-Gaussian
(LG) beams. By employing these OAM carrying beams, optical
tweezers also gain rotational control of particles.9–11

So far research has focused mainly on structured beams mod-
ulated in amplitude and phase – these are called scalar beams.
On the other hand, vector beams are structured in polarization as

a Department of Chemistry, University of Pretoria, Pretoria, South Africa
b School of Physics, University of the Witwatersrand, Johannesburg, South Africa
∗ Corresponding author email: patricia.forbes@up.ac.za

well, meaning they have a spatially varying polarization pattern.
Trapping with vector beams is the most recent avenue of struc-
tured light explored in optical tweezers and has already proven
beneficial to the trapping community.12,13 The radially polarized
vector beam, for example, is famous for achieving the smallest
spot size when tightly focused,14,15 this property has been used
to create stronger axial optical traps.16,17 A further advancement
in vector beam traps was demonstrated by Bhebhe et al. when
they created a vector HOT which enabled optical trapping with a
dynamic array of different vector (and/or scalar) beams.18

Using structured light in optical tweezers has made it a power-
ful technique, furthermore, combining this tool with fluorescence
spectroscopy made it possible to not only exert forces on a particle
but also to observe chemical and structural changes of molecules
within the trap. For this reason, optical tweezers combined with
single molecule fluorescence is an invaluable and pioneering tool
in biology research today.19–21 The integration of fluorescence
microscopy into optical tweezers is however not trivial, since the
trapping light has an intensity up to six orders of magnitude
higher than that of excitation light used in fluorescence exper-
iments.22 The high intensity trapping light causes photobleach-
ing of the trapped fluorophores, which is an irreversible pro-
cess whereby fluorophores become non-fluorescent.23 Although
not fully understood, photobleaching usually occurs because elec-
trons already in the excited state continue to absorb photons and
the resulting dissociation then leads to permanent loss of fluo-
rescence signal.24 Several solutions exist to overcome this prob-
lem, most of them using different sources for trapping and ex-
citation.24–27 Very little research, however, has investigated the
possibility of using structured light to assist with integrating flu-
orescence spectroscopy in optical tweezers. Only very recently
have Zhang and Milstein shown that trapping with a vortex or
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‘doughnut’ beam improves the bleaching lifetime of an organic
dye positioned 1 µm below the trapped particle, while still using
separate trapping and excitation sources.28

Here the advantages of trapping with vectorial light are ex-
plored further, especially for the control of fluorescent particles.
We demonstrate a vectorial HOT setup with which purely scalar
to purely vector beams can be used for trapping, allowing us to
tailor the gradient forces and intensity profiles within the trap.
We specifically focused on the propagation invariant vector flat-
top beam and show its potential to reduce photobleaching in a
single wavelength optical tweezer setup. The fluorescent parti-
cles used in this study were semiconducting nanocrystals known
as quantum dots (QDs). The process to create QD probes fit for
optical trapping is discussed in detail, including the QD synthesis
and the coupling thereof to micro-sized polymer beads.

2 Results and discussion

2.1 Functionalizing micro-sized beads with quantum dots
CdSe/ZnS core/shell QDs were prepared using the hot-injection
colloidal synthesis method followed by a ligand exchange reac-

tion to functionalize the surface with L-cysteine. A schematic of
the synthesis process followed is shown in Fig. 1a. The TEM im-
age of the hydrophobic QDs and their size distribution in Fig 1b
show that the QDs had an average diameter of 5.2 ± 0.6 nm. To
create fluorescence probes that can be trapped with the optical
tweezer setup, these QDs were coupled to micro-sized polymer
beads as shown in Fig. 1c. Well-known and widely used EDC/NHS
chemistry was used to bond the QDs to the surface of the beads.
The carboxyl groups present on the surface of the commercial
polystyrene beads reacted with the primary amine group of the
L-cysteine ligands on the QDs to form a covalent bond between
the bead and the QD. TEM images of the surface of an uncoated
commercial polymer bead and a QD-tagged bead are compared
in Fig. 1d. The uncoated polymer bead had a smooth surface
whereas the surface of the QD-tagged bead had a rough or ‘fuzzy’
appearance from the QD coating, confirming the success of the
coupling reaction. The normalized fluorescence intensity of QDs
at different times during the synthesis is shown in Fig. 1e. Longer
growth time for the CdSe core and CdSe/ZnS core/shell QDs lead
to larger particles (smaller bandgap) and therefore a red-shift in

Fig. 1 a) L-cysteine capped CdSe/ZnS QD synthesis steps. b) TEM image of CdSe/ZnS QDs with their corresponding size distribution; the
average diameter was 5.2 ± 0.6 nm. c) The coupling reaction of L-cysteine capped QDs to the surface of micro-sized beads through EDC/NHS
chemistry. d) TEM images of the surface of an uncoated polymer (left) and a QD-tagged bead (right), confirming the success of the coupling reaction.
e) Fluorescence emission of the QDs at different times throughout the synthesis.
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the fluorescence emission wavelength was observed. The ligand
exchange reaction also caused a red-shift in the emission wave-
length. After the coupling reaction, however, a slight blue shift
was observed. In order to detect the fluorescence emission of
the QD-tagged beads in the optical tweezer setup, the fluores-
cence light had to pass through a dichroic mirror that transmits
light with wavelengths 582-825 nm (see Section 2.2.2). To en-
sure most of the emission peak is longer than 582 nm, the QDs
were grown to have a fluorescence peak maximum of 595 nm or
longer.

The importance of optimising some of the synthesis steps when
preparing the QD-tagged beads are highlighted in Fig. 2. Firstly,
the purification of the L-cysteine capped QDs can be time con-
suming, but is a crucial step in order to have a monodispersed
and impurity free QD sample and consequently a uniform QD
coating on the polymer beads. In Fig. 2a, the appearance of pu-
rified L-cysteine capped QDs is shown on the left, here individual
QDs are visible, whereas a TEM image of crude L-cysteine capped
CdSe/ZnS QDs before purification is shown on the right. The
crude sample is clumped together with many impurities between
the QDs so that no individual QD can be seen. The large sur-
face area of QDs provides organic impurities with much space for
attachment, therefore the need for rigorous purification.

After purification and drying of the L-cysteine-capped
CdSe/ZnS QDs, their fluorescence intensity was quenched. How-
ever, after some time the fluorescence intensity recovered when
they were redispersed in water as shown in Fig. 2b. This fig-
ure shows the recovery of the fluorescence over a period of 5

days; the first measurement was taken directly after the purified
QDs were redisperesd in water. This quenching phenomenon can
be explained by the research published by Noh et al.29. In this
work they showed that the fluorescence of water-soluble CdSe
QDs quenched when the QDs formed aggregates. Similarly, we
know that the L-cysteine capped QDs exhibit hydrogen bonding
and tend to clump together. Thus the L-cysteine QDs possibly
formed aggregates when concentrated which resulted in the flu-
orescence quenching. When they were redispersed in water the
aggregates dispersed and the fluorescence emission recovered. To
ensure the fluorescence signal from the QDs was recovered and
stable, the QDs were stored in deionized water for several days
before performing the coupling reaction.

On the left of Fig. 2b a TEM image of a QD-tagged bead with a
uniform QD coating is shown, whereas insets 1-3 show QD-tagged
beads when some synthesis steps were not carried out optimally.
Inset 1 shows a QD-tagged bead when the excess EDC was not
thoroughly removed before adding the QDs. The unreacted EDC
activated not only the carboxyl groups on the beads but also the
carboxyl groups of L-cysteine on the QDs. These activated QDs
then reacted with each other to form large aggregates. Inset 2
shows the uneven QD coating when the coupling reaction was
carried out with magnetic stirring. The amount of QDs on the
surface of this bead ranged from almost nothing on the one side
to large clumps on the other, however performing the reaction
in an ultra-sonic bath greatly improved the uniformity of the QD
coating (as shown on the left). Lastly, we would like to point out

Fig. 2 a) TEM images of purified (left) and crude (right) L-cysteine capped CdSe/ZnS QDs. b) Fluorescence intensity recovery of L-cysteine capped
CdSe/ZnS QDs over five days. The photo insets show the appearance of the sample under UV-light on certain days. c) The TEM image on the left
shows a QD-tagged bead uniformly coated with QDs, whereas insets 1-3 shows QD-tagged beads when some synthesis steps were not carried out
optimally. In inset 1 the excess EDC was not removed before adding the QDs, inset 2 shows the reaction done with magnetic stirring as opposed to
ultra-sonication and inset 3 shows the deformation of the polymer beads due to the presence of acetone.
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the importance of carefully studying the system under investiga-
tion before attempting a synthesis. Even though acetone proved
to be an excellent solvent for purification of the QDs, in the QD-
bead system this solvent caused the polymer beads to deform as
shown in inset 3; only distilled water was thus used for purifying
the QD-tagged beads.

2.2 Vectorial holographic optical tweezer
Here we demonstrate a vectorial HOT by focusing on vector flat-
top beams. This beam is beneficial for optical trapping of fluores-
cent particles since it provides uniform excitation illumination, it
is a propagation invariant beam and has a steep intensity gradi-
ent (meaning it can produce a strong optical trap), while having
a lower peak intensity to reduce photobleaching.

2.2.1 Vector flat-top beams

An ideal flat-top beam has a uniform intensity profile and falls
to zero at the edges. However, in the laboratory only approxi-
mations to a flat-top beam can be created; some approximations
include the super-Gaussian, flattened Gaussian and Fermi-Dirac
beams.30,31 The major drawback of all these approximations is
that their intensity profile varies as they propagate, the flat-top
intensity profile is only obtained at a certain plane after which
the profile changes quite drastically as shown in Fig. 3a. The

quick change in profile makes optical delivery of the flat-top pro-
file at the tightly focused trapping plane extremely difficult. A
beam that can simply be focused through the objective onto the
sample and keep its profile is much more ideal – this is achieved
by vector flat-top beams. Vector flat-top beams are propagation
invariant since they are created by the superposition of two eigen-
modes of free-space; the propagation of a vector flat-top beam is
shown in Fig. 3b.

A vector flat-top beam is obtained through the (vector) addition
of a Gaussian and a vortex beam.32 The field is therefore given
by

UFT =
√

αLG0
0êH +

√
1−αLG1

0êV , (1)

where LGl
p refers to the Laguerre-Gaussian (LG) modes with p

the radial index and l the azimuthal index. LG0
0 is thus the Gaus-

sian beam and LG1
0 the vortex beam. A vector beam is formed

by the addition of orthogonal scalar fields with uniform polariza-
tion, here the Gaussian beam has horizontal polarization êH and
the vortex beam vertical polarization êV. In Eq. 1, a factor α
was introduced to weigh the two scalar beams, meaning any field
from a vortex when α = 0 to a Gaussian beam when α = 1 can be
generated; with the vector flat-top at equal weighting of α = 0.5.
The evolution of the vector beam as α changes is shown in Fig. 3
along with the beam profiles at the critical α values (α = 0, 0.5

Fig. 3 a) Propagation of a scalar flat-top beam simulated using the flattened Gaussian beam approach. b) Propagation of a vector flat-top beam
showing the unchanging flat-top profile. The peak intensities were normalized to better visualize the propagation invariance of this beam. c) Intensity
profile as α changes showing the evolution from a vortex to a flat-top to a Gaussian beam. The profiles of the vector beam at critical α values are
shown in the bottom panel with the vortex beam at α = 0, the vector flat-top beam at α = 0.5 and the Gaussian beam at α = 1.
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and 1). The LGl
p field takes the well-known form33

LGl
p(r,ϕ,z) =

√
2p!

π(|l|+ p)!
1

w(z)

(√
2r

w(z)

)|l|
L|l|p

(
2r2

w2(z)

)

× exp[i(|l|+2p+1)ψ(z)]exp[ilϕ]

× exp
[
− ikr2

2R(z)

]
exp
[
− r2

w2(z)

]
,

(2)

where L|l|p is the associated Laguerre polynomial, w(z) =

w0

√
1+
(

z
zR

)2
, w0 is the Gaussian beam radius, zR =

πw2
0

λ is the

Rayleigh range, R(z) = z
(

1+
( zR

z
)2
)

is the radius of curvature and

ψ(z) = arctan
(

z
zR

)
is the Gouy phase.

Here we (theoretically) compare the vector flat-top beam to a
Gaussian beam to determine in what aspects flat-top beams are
superior to Gaussian beams (and vice versa). The intensity of the
vector beam can generally be written as the sum of the inten-
sities of the Gaussian and vortex beam (with some polarization
requirements)

Ivector = α|LG0
0|2 +(1−α)|LG1

0|2 , (3)

where the vector flat-top intensity is obtained by setting α = 0.5
and the Gaussian intensity by α = 1.

The gradient force (or trap strength) of a beam is proportional
to the intensity gradient of the beam, Fgrad = c∇I.34–36 Since only
the relative forces of the vector flat-top and Gaussian beam are
important, c = 1 can be assumed such that

Fgrad = ∇I . (4)

Therefore, if the intensity profile of a beam is known, its gradient
force can easily be calculated.

For the vector flat-top beam to be useful for trapping fluores-
cent particles, it must have a similar trap strength as a Gaussian
beam but a lower peak intensity to possibly reduce photobleach-
ing. To test when this is true, the average gradient force (F̄grad)
over the whole area of the beam, A, was considered

F̄grad =

∫
Fgrad dA∫

dA
. (5)

More relevant is the ratio of the average gradient force of the
flat-top (FT) to the Gaussian (G) beam

γ =
F̄FT

F̄G
, (6)

so that at γ = 1 the average gradient force of the flat-top and
Gaussian beams are equal and at γ > 1 the vector flat-top has a
stronger trap strength.

The ratio, γ, was calculated at different relative powers of the
Gaussian and vector flat-top beams and plotted in Fig. 4a. This
figure, therefore, shows how the relative gradient forces of the
two beams change when adjusting the power. Three special cases
are indicated on the graph with the corresponding intensity pro-
files shown in Fig. 4b: the vector flat-top beam along with Gaus-

sian beams that have 1) the same power, 2) the same gradient
force and 3) the same peak intensity as the flat-top are plotted.
Firstly, in the instance when the power of the two beams are
equal, γ = 0.75, meaning the Gaussian beam is a stronger trap
(blue line). This is expected, since even though the intensity gra-
dient of the vector flat-top is steeper, the high intensity peak of the
Gaussian beam negates this effect. Secondly, for the two beams to
have the same average gradient force (γ = 1), the Gaussian beam
must have 75% of the power of the vector flat-top beam (green
line). Lastly, when the two beams have the same peak intensity,
that is when the power of the Gaussian is half that of the flat-top
beam, then the flat-top beam trap is 1.5 times stronger than the
Gaussian beam trap (orange line). Most relevant is the case when
the two beams have the same gradient force; here it is clear that
when the vector flat-top beam and the Gaussian beam have the
same trap strength (or gradient force), the peak intensity of the
vector flat-top is lower than the Gaussian beam. This means that
the vector flat-top beam can be used to trap a particle with the
same strength but with a lower peak intensity.

Fig. 4 a) The relationship between the relative gradient force and power
of a Gaussian and vector flat-top beam. b) The intensity profiles corre-
sponding to a Gaussian beam having the same power, gradient force and
intensity as a vector flat-top beam.

2.2.2 Vector HOT setup

The experimental setup of the vector holographic optical trap is
illustrated in Fig. 5. A horizontally polarized Gaussian beam from
a λ = 532 nm laser was expanded and collimated before illu-
minating the screen of a reflective spatial light modulator (SLM,
Holoeye Pluto, Germany). The SLM was aligned to only modu-
late horizontally polarized light. To create a vector flat-top beam,
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a Gaussian (LG0
0) and a vortex beam (LG1

0) with different propa-
gation angles were created with the SLM (the insets show the 2D
intensity profiles of experimentally obtained beams). The multi-
plexed grey-scale hologram that was encoded on the SLM using
complex amplitude modulation, is shown in the top panel, with
the different gratings of the two beams as insets. The Gaussian
and vortex beams were separated using a D-shaped mirror (D-M)
in order to direct the beams to a polarizing beam splitter (PBS)
where they were interferometrically combined. The unwanted
zeroth and higher orders were removed by spatial filtering be-
fore the PBS. A half wave plate (HWP) was added in the path
of one beam to change its polarization from horizontal to verti-
cal, to allow for the superposition of orthogonal polarized beams.
The vector flat-top beam was therefore obtained after the PBS;
the bottom panel shows the cross-section of an experimentally
obtained flat-top beam in the near and far field.

The reflection of light from a dichroic mirror (DM) is slightly
different for horizontally and vertically polarized light. In order to
ensure that the DM did not change the profile of the vector beam
(given that its performance varies slightly for the orthogonal po-
larizations), a quarter wave plate (QWP) at 45◦ was added in the

path of the vector beam to change the polarization of each beam
to circular (meaning the two beams making the vector light have
the same ‘amount’ of vertical and horizontal polarization and the
DM will have the same effect on both). The 4f-system (lenses L1
and L2) was included to ensure the generated beam reached the
back aperture of the objective lens. The high NA objective lens O
focused the beam to create the optical trap in the plane of the
sample.

The sample consisted of either 2 µm polystyrene beads (sample
used for obtaining trap stiffness) or QD-tagged polystyrene beads
(fluorescent sample) supported between a cover slip and micro-
scope slide. Untreated glassware contains silanol groups (Si-OH),
which make the surface of the glass hydrophilic, causing polar
compounds to adsorb to the surface through hydrogen bonding.
In this study, the polystyrene beads and the QD-tagged beads con-
tained polar groups on their surfaces. Thus, due to these groups,
the beads became immobilized on the surface of untreated glass
which caused a problem when attempting to trap the particles.
To solve this, the glassware (microscope slides and cover slips)
was deactivated before assembling the samples. Deactivation
of the glassware increased its hydrophobicity and prevented the

Fig. 5 An illustration of the experimental setup of a vector holographic optical tweezer. The insets show the experimentally generated vortex and
Gaussian beams that were combined to form the vector flat-top beam. The multiplexed hologram that was encoded on the SLM to generate a Gaussian
and vortex beam with different propagation angles is shown in the top panel. The bottom panel shows the cross-section of an experimentally generated
flat-top beam in the near and far field. Theoretical cross-sections are presented in green with the experimental data points in black.
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unwanted adsorption of polar compounds. Deactivation was
achieved by reacting the glassware with dimethyldichlorosilane
(DMDCS).

An inverted microscope setup was implemented with a DM re-
flecting the laser light into the objective while letting the fluores-
cence and illumination light pass through. The same laser was
used for both trapping and excitation. In order to simultaneously
observe trapping and fluorescence emission from the sample, the
imaging/detection system was set up such that blue light was
used to illuminate the sample which was transmitted by the notch
DM, reflected by the longpass DM and imaged to a CCD camera.
The fluorescence emission (red beam) from the sample was trans-
mitted by both DMs to be detected by an avalanche photodiode
(APD, a single photon detector). This sensitive photon detector
was necessary to detect the fluorescence coming from a single
QD-tagged bead. Since the DMs are not 100% effective, extra
color filters were inserted to ensure no light from the trapping
laser reached the camera or APD.

Even though this study focused on creating vector flat-top
beams, this setup can be used to generate any arbitrary vector
beam by simply superimposing different scalar beams. For exam-
ple, adding two vortex modes, LG1

0 and LG−1
0 , will create radially

and azimuthally polarized vortex beams.

2.2.3 Trapping with vector flat-top beams

The motion of a free particle and a particle trapped with a vec-
tor flat-top beam were monitored for 5 min. The trajectory and
the distribution of these particles’ position in the Y-direction are
shown in Fig. 6a. The particle position was tracked using the
CCD camera and all image analysis was done in Matlab. From
this figure, it is clear that the free particle underwent random

Brownian motion and in 5 min moved over 7.33 µm (in the Y-
direction). The trapped particle was, however, confined to move
only 0.44 µm during the analysis time, which proves successful
optical trapping with a vector flat-top beam.

The slight movement of the particle inside the trap is due to
thermal noise pushing it out of the trap and the optical force
drawing it back in. By monitoring this movement, the trap
strength could be determined using the equipartition method
which relates the trap strength to the position variance of the
trapped particle.37 The motion of a trapped bead was tracked for
5 min, taking a position measurement every second. Five beads
were trapped for each power measurement at which the trap stiff-
ness was determined. The average trap stiffness at each power is
plotted in Fig. 6b with the error bars being the standard error. The
linear relationship between the laser power and the trap stiffness
is evident from this graph. The insets show the trajectory of the
trapped particle at increasing powers of 30 µW, 120 µW and 300
µW.

2.2.4 Tailoring the trap

In Fig. 7 the tuneability of the vector HOT is demonstrated by
changing the trapping beam from purely scalar Gaussian and vor-
tex beams to their vectorial combination; here we also demon-
strate the effect of trapping with different beam sizes. In the
top row the theoretical profiles (plotted in color) of the trapping
beams are shown and are in good agreement with the experimen-
tal data (presented in black).

The optical trapping force a particle will experience (due to a
focused beam) depends on the beam size relative to the parti-
cle. In the theory presented earlier, the average gradient force

Fig. 6 a) Trajectory and probability density (in the y-direction) of a free particle and a particle trapped with a vector flat-top beam, monitored for
5 min. The free particle exhibits Brownian motion and moves over 7.33 µm whereas the trapped particle’s movement is restricted to only 0.44 µm.
b) Vector flat-top trap stiffness (in the x-direction) at different laser powers. The insets show the trajectory of a trapped particle at increasing powers
of 30 µW, 120 µW and 300 µW, respectively.
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of the beam was determined by integrating over the total area
of the beam. The particle will, however, only experience this to-
tal force if it intercepts the entire beam; which is true when the
beam at the trap is smaller than the particle size. This was the
case for the trapped beads in the middle row of Fig. 7, here 2
µm beads were trapped with a beam diameter of 1.8 µm. The
bottom row shows the movement of a bead in an optical trap
where the beam is larger (3.1 µm) than the bead. For the small
traps, the movement of the bead was concentrated at the centre
of all the beams with a little more movement in the vortex beam
and more in the flat-top beam. Harmonic oscillation could be
assumed and the trap stiffness (calculated with the equipartition
method) is reported for these traps (unit: pN/µm). The move-
ment of the bead in the large Gaussian trap was also centred but
less stiff than for the small Gaussian trap. The particle trapped in
the large vortex beam, moved along the ring of the beam where
the intensity gradient and consequently the trapping force exists.
Lastly, the movement of the bead in the large flat-top trap was
more uniform, corresponding to the uniform beam profile (only a
gradient force exists at the edges of the beam). From these plots
it is clear that the size and type of beam have a great influence on
the strength and properties of an optical trap.

Fig. 7 Movement of beads trapped with a Gaussian, vortex and vector
flat-top beam when the beam size is smaller than the particle (small
beam trap) or larger than the particle (large beam trap). The bead had
a 2 µm diameter, the small trap had a beam diameter of 1.8 µm and the
large trap a diameter of 3.1 µm. The trap strengths for the small beam
traps are reported (unit: pN/µm).

2.3 Photobleaching effect
The vector flat-top beam can be generated to have the same gra-
dient force as the Gaussian beam, but with a 25% reduced peak
intensity (refer to Fig. 4). This property of flat-top beams can be
exploited to reduce photobleaching in optical traps. Moreover,

if flat-top beams are generated with the same power as Gaus-
sian beams, they have a 50% reduced peak intensity, with only
a minimal loss of gradient force (trap strength) especially at low
trapping powers (as shown in Fig. S1). Fig. 8 shows the fluo-
rescence emission of a QD-tagged bead trapped with a Gaussian
or a flat-top beam in a single wavelength trap. For both traps
the fluorescence of the particle reduced upon entering the trap.
The fluorescence signals were normalized and background sub-
tracted (detail in Fig. S2). However, the flat-top beam increased
the photobleaching lifetime of the fluorescent particles. The pho-
tobleaching of several QD-tagged beads were measured and the
bleaching half-life of a QD-tagged bead in a Gaussian trap was
determined to be 7.6 ± 0.6 s and the half-life in a vector flat-
top trap 11 ± 1 s, which is a 45% increase in the photobleaching
half-life.

Fig. 8 Photobleaching of a trapped QD-tagged bead in a Gaussian and
flat-top beam trap (at a trapping power of 60 µW). Longer photobleach-
ing lifetimes were observed for the fluorophores in the flat-top beam trap
as compared to the Gaussian beam trap. The inset shows the experi-
mental profiles of the trapping beams.

3 Conclusion
Overall, this research demonstrated an optical tweezer setup
leveraging on vectorial light to trap QD fluorescent probes. We
outlined the chemistry involved to functionalize micro-sized poly-
mer spheres with QDs, highlighting the importance of size, adhe-
sion and agglomeration control. The versatility of the vector HOT
was demonstrated by switching between scalar and vector beams
and trapping particles with different beam sizes. By trapping
with a propagation invariant vector flat-top beam, we showed
that photobleaching in a single wavelength optical trap can be
reduced by simply tailoring the intensity gradient landscape.

4 Materials and methods

4.1 Chemicals
Cadmium oxide (CdO), octadec-1-ene (ODE), oleic acid (OA),
trioctylphosphine oxide (TOPO), selenium (Se), zinc oxide
(ZnO), sulfur (S), L-cysteine, N-(3-dimethylaminopropyl)-N’-
ethylcarbodiimide hydrochloride (EDC), N-hydroxysuccinimide
(NHS), methanol and acetone were purchased from Sigma

8 | 1–10Journal Name, [year], [vol.],
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Aldrich (USA). Chloroform, ethanol and potassium hydroxide
(KOH) were purchased from Associated Chemical Enterprises
(South Africa). Argon gas baseline 5.0 from Afrox (South Africa)
was used. Deionized water used during the syntheses was
from an in-house Drawell Eco-Q deionized water system (China).
InvitrogenTM 2 µm carboxyl functionalized latex beads were pur-
chased from Thermo Fisher Scientific (South Africa).

4.2 Quantum dot synthesis
Firstly, selenium (0.30 g Se, 1.94 g TOPO and 25 ml ODE), zinc
(0.21 g ZnO, 10 ml OA and 15 ml ODE) and sulphur precursor so-
lutions were prepared. These solutions were stirred at 40 ◦C for
5 hr to ensure thorough mixing. The QD synthesis setup included
a three-necked round bottom flask fitted with a condenser, ther-
mometer and an argon gas inlet positioned on a heating mantle.
The whole reaction was done under argon conditions. 1.3 g CdO,
50 ml ODE and 30 ml OA were added to the flask and stirred vig-
orously at 260 ◦C until a colourless solution formed indicating the
formation of the Cd-OA complex. The Se-precursor was added to
the flask (25 ml) and nucleation and core growth were allowed
to proceed for 15 min at a temperature of ∼240 ◦C. The epi-
taxial ZnS shell growth around the core was initiated by adding
10 ml of the Zn-precursor, and swiftly thereafter 10 ml of the S-
precursor to the core solution. Shell growth was left to proceed
for 40 min at a temperature of 240 ◦C. After 40 min the reaction
was cooled to room temperature. The QDs were purified with
methanol by centrifugation which then yielded the hydrophobic
CdSe/ZnS QDs capped with OA and TOPO.

A ligand-exchange reaction was carried out next to functional-
ize the surface of the CdSe/ZnS QDs with L-cysteine in order to
make them hydrophilic. A solution of 4.4 g KOH, 60 ml MeOH
and 3 g L-cysteine was prepared and placed in an ultrasonic bath
for 10 min to ensure all the L-cysteine dissolved. The hydrophobic
CdSe/ZnS QD solution was suspended in chloroform and added
to the L-cysteine solution. Deionized water was slowly added to
the mixture while stirring at room temperature which changed
the transparent orange solution to milky. After an hour of stirring,
the solution was left to stand overnight to ensure complete sepa-
ration of the organic and aqueous phases. The L-cysteine capped
QDs, now in the aqueous phase, were purified by centrifugation
with ethanol (×4) and acetone (×2). Rigorous purification was
necessary to remove the excess organic compounds from the sur-
face of the QDs to achieve a monodispersed QD solution with
no agglomerates. The absorbance and FTIR spectra of the QD-
products are shown in Fig. S3 and S4, respectively.

4.3 Coupling reaction
To couple the L-cysteine-capped QDs to micro-sized polymer
beads, 2.5 ml of EDC (0.1 M) and 2.5 ml NHS (0.1 M) were
added to 50 µl of the polymer beads (diluted in 1 ml water) and
stirred for 30 min in an ice bath to activate the carboxylic acid
groups on the beads. Excess EDC was removed by centrifuga-
tion with deionized water. After centrifuging, the activated beads
were redispensed in 4 ml water and 3 mg of QDs was added. The
coupling reaction was left to proceed in an ultrasonic bath for

2 h to ensure even coating of the QDs on the beads. The cou-
pled product was purified by centrifugation with water (×3) and
stored in deionized water in the fridge. The FTIR spectra of the
QD-tagged beads are shown in Fig. S5.
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Optical aberrations have been studied for centuries, placing fundamental limits on
the achievable resolution in focusing and imaging. In the context of structured light,
the spatial pattern is distorted in amplitude and phase, often arising from optical
imperfections, element misalignment, or even from dynamic processes in perturbing
media such as turbulent air, underwater and optical fibre. Here we show that the
polarisation inhomogeneity that defines vectorial structured light is immune to all such
perturbations, provided they are unitary. By way of example, we study the robustness
of vector vortex beams through highly aberrated systems, demonstrating that the
inhomogeneous nature of the polarisation remains unaltered even as the structure itself
changes. The unitary nature of the channel allows us to undo this change through a
simple lossless operation, tailoring light that appears robust in all its spatial structure
regardless of the medium. Our insight highlights the overlooked role of measurement
in describing classical vectorial light fields, in doing so resolving prior contradictory
reports on the robustness of vector beams in complex media. This paves the way to
the versatile application of vectorial structured light, even through non-ideal optical
systems, crucial in applications such as imaging and optical communication across noisy
channels.

Non-paraxial light is vectorial in 3D and has given rise
to exotic states of structured light [1] such as optical
skyrmions [2, 3], knotted strands of light [4, 5], flying
donuts [6, 7] and Möbius strips [8]. Paraxial light too is
vectorial, in 2D, characterised by an inhomogeneous po-
larisation structure across the transverse plane [9]. Vec-
torial structured light in 2D and 3D has been instru-
mental in a range of applications (see Refs. [10–13] and
references therein), for example, to drive currents with a
direction dictated by the vectorial nature of the optical
field [14, 15], imprinting the spatial structure into mat-
ter [16], enhanced metrological measurements [17, 18],
probing single molecules [19], and to encode more infor-
mation for larger bandwidths [20–23]. They are easy to
create in the laboratory using simple glass cones [24],
stressed optics [25] and GRIN lenses [26], as well as from
spatial light modulators and digital micro-mirror devices
[27, 28], non-linear crystals [29, 30], geometric phase ele-
ments [31, 32], metasurfaces [33] and directly from lasers
[34].

Given the importance of these structured light fields,
much attention has been focused on their propagation
through optical systems that are paraxial [35], guided

∗ author contributions: These authors contributed equally to the
work
† email: andrew.forbes@wits.ac.za

[36] and tight focusing [37, 38], as well as in perturb-
ing media such as turbid [39–42], turbulent [43–50] and
underwater [51–53]. The conclusions are seemingly con-
tradictory, with compelling evidence that the vectorial
structure is stable, and equally compelling evidence that
it is not, while the specific nature of each study prohibits
making general conclusions on the robustness of vectorial
light in arbitrary complex media.

Here we show that the inhomogeneity of a vectorial
light field is impervious to complex channels so long as
they are unitary (where an inverse process exists), a con-
dition fulfilled for many aberrated optical systems. We
illustrate this with two examples featuring strong aber-
rations: a tilted lens, and atmospheric turbulence simu-
lated on a spatial light modulator. We then demonstrate
the power of our framework by testing it for transmis-
sion through chiral liquids, optical fibre, turbulent air
and complex optical aberrations. Our quantum-inspired
framework explains the robustness of vectorial light fields
by virtue of unitary operations on the vectorial state,
manifesting as an intact inhomogeneity even if the vec-
torial pattern appears spatially distorted due to modal
scattering in the component scalar spatial modes. We
show that the channel action can be reversed by a recip-
rocal unitary process applied either pre-channel or post-
channel, as well as cross-talk free detection of vectorial
fields through complex media. Our study highlights the
importance of measurement in the context of vectorial
light fields, in doing so resolving a standing paradox on
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the robustness of vectorial light to perturbations, and
provides a general framework for understanding the im-
pact of arbitrary optical aberrations on vectorial struc-
tured light fields.

RESULTS

Vectorial light and unitary channels. A vectorial
structured light field can be written compactly in a quan-
tum notation as the unnormalised state

|Ψ〉 = |e1〉A |u1〉B + |e2〉A |u2〉B , (1)

highlighting the non-separable nature of the two degrees
of freedom (DoFs), A and B, denoting the polarization
and the spatial degree of freedom, respectively. In this
way, the vectorial field is treated as a quantum-like state
(but not quantum and without non-local correlations),
by virtue of its non-separable DoFs, akin to a locally en-
tangled state [54–58]. The polarisation DoF is expressed
as any pair of orthonormal states, {|e1〉 and |e2〉} while
the spatial mode DoF is given by the orthonormal basis
states {|u1〉 and |u2〉}. In a quantum sense, this vecto-
rial structured field would be called a pure state. The
vectorial nature can be quantified through a measure of
its non-separability [59], a Vector Quality Factor (VQF)
(equivalently concurrence) which for succinctness we will
call its “vectorness”, ranging from 0 (homogeneous po-
larisation structure of scalar light) to 1 (ideally inhomo-
geneous vectorial polarisation structure).

FIG. 1: Complex light in complex channels. A
vectorial light field propagates through a perturbing

medium. Examples of such perturbing media could be
turbid, underwater, optical fibre or turbulent air. Here

and elsewhere the beam profiles illustrate intensities
(green gradients) overlaid with polarisation ellipses

indicating right-handed (red), left-handed (blue) and
linear (orange) polarisations.

Now imagine that our vectorial light field, |Ψin〉, passes
through an arbitrary aberrated optical channel, as illus-
trated in Figure 1, e.g., static imperfect optics or dy-
namic turbulent air. If the channel acts on only one DoF
then this can be considered a one-sided channel, termi-
nology borrowed from quantum communication theory,
describing a situation where only one of the two entan-
gled photons is affected. For our classical light, an exam-
ple would be when the spatial mode (DoF B) is affected
(distorted), while the polarisation (DoF A) is not, or vice
versa. In our analysis here we will use DoF A as unaf-
fected, but this can be changed by a simple relabeling
exercise. An open question is whether distortions acting
only on the spatial DoF would keep the entire structure of
the vectorial light field intact? It has been argued that
the unaffected DoF acts as an anchor of sorts, keeping
the entire field structure intact, and sometimes phrased
as a ‘topological protection’ of the optical mode when
discussing perturbations that affect the spatial but not
the polarisation DoF.

To answer this question we employ a quantum frame-
work, with full details provided in the Supplementary
Information (SI). We show that a unitary one-sided chan-
nel, since it may be written as a positive trace-preserving
map, transforms a vectorial (pure) input state |Ψin〉 into
a vectorial (pure) output state |Ψout〉. Such a transfor-
mation may be expressed as

|Ψout〉 = (1A ⊗ TB) |Ψin〉 , (2)

where |Ψin〉 is of the form Eq. 1, the identity operator 1A

acts on the polarisation DoF A, while the transmission
matrix TB acts on the spatial DoF B. Without loss of
generality, the transmission matrix may be expressed as
TB = Σi,jtij |ui〉 〈uj |, and for a unitary channel tij = t∗ji.
This allows us to write the output state as

|Ψout〉 = |e1〉 |v1〉+ |e2〉 |v2〉 , (3)

where |v1〉 = t11 |u1〉 + t12 |u2〉 and |v2〉 = t21 |u1〉 +
t22 |u2〉 . The fact that the channel is unitary moreover
preserves the overlap between the spatial basis states,

〈v1|v2〉 = 〈u1|T †BTB |u2〉 = 〈u1|u2〉 , and hence the vec-
torness of the beams. Orthogonal input modes are trans-
formed into another set of orthogonal output modes, and
the vectorness remains invariant. We may interpret the
action of the channel as a simple change of basis in the
spatial DoF, a rotation of the input basis |ui〉 into an
adjusted basis set |vi〉.

The answer to our question is then as follows: the
output remains a non-separable vector beam with the
same vectorness as the initial beam (see SI for the full
proof). Its spatial structure, however, including its am-
plitude, phase and polarisation profile, will be altered by
the distorting medium, and our description of the vecto-
rial structure has changed from Eq. 1 to Eq. 3, expressed
in an adjusted basis set |vi〉. This is a direct manifesta-
tion of the Choi–Jamiolkowski isomorphism in quantum
mechanics [60], which establishes a correspondence be-
tween a channel operator and a quantum state, so that
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FIG. 2: Vectorial light through a tilted lens. (a) The experiment has four stages: a generation stage to create
the vectorial fields, a perturbation stage to pass it through a perturbing medium, and two detection stages to

perform Stokes projections and modal decomposition. The insets show the initial ` = ±1 (left panel) and ` = ±4
(right panel) beams at plane Z0. (b) Illustration of the propagation through a tilted lens, with exemplary

measurement planes indicated as Z1 through to Z3. (c) The output ` = ±1 and ` = ±4 beams at these distances,
confirm that the spatial structure alters with distance but that the vectorness (the inset number to each beam

frame) does not, remaining above 93%. The optical elements comprise a HWP: half-wave plate, PBS: polarising
beam splitter, Pol: polariser, BS: beam splitter, QWP: quarter-wave plate, and CAM: camera, with the laser at

wavelength λ = 633 nm. All beam profiles are shown as false colour intensity and polarisation maps. Full
experimental details given in the Methods.

a measurement on one returns the other [61, 62]. Ap-
plied to classical vectorial light, justified because of its
non-separability [63], we find that the channel is fully
described by its action on the vectorial beam, and to
measure the beam fully characterises the channel.

A property of a unitary channel is that the inverse
process can be written as

|Ψin〉 = (1A ⊗ TB)−1 |Ψout〉 , (4)

because the Hermitian adjoint of the channel operator is
simply its inverse, (1A⊗TB)−1 = (1A⊗TB)†, or in experi-
mental terms: the aberration introduced by transmission
through the unitary channel can be undone, when send-
ing the beam back through the channel. Equations (2)
and (4) suggest that: (i) the vectorial nature of the final
field shares the same vectorness as the initial field, (ii)
the mapping results in a new adjusted basis which can
be used for efficient characterisation of the state, and (iii)
since the mapping is unitary it can always be unravelled

before or after the channel in a lossless manner. Note
that in this analysis we have not needed to specify de-
tails of the DoFs (what the modes or polarisation might
look like), nor the channel itself (water, air, etc). We
now showcase this generality through a series of exem-
plary test cases covering a wide range of input fields and
channel conditions.

Experimental demonstration: the tilted lens. To
validate this perspective, we built the set-up shown in
Figure 2 (a), first creating our test vectorial fields before
passing them through some perturbing medium. With-
out any loss of generality, we chose the left- and right-
circular basis, {|e1〉 ≡ |R〉 and |e2〉 ≡ |L〉}, for the polar-
isation degree of freedom and spatial modes imbued with
orbital angular momentum (OAM) following {|u1〉 ≡ |`〉
and |u2〉 ≡ |−`〉}, with ` the topological charge, forming
the topical cylindrical vector vortex beams [64]. The re-
sulting vectorial field was then analysed by both Stokes
measurements and modal decomposition (see Methods).
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FIG. 3: Impact of scattering across multiple subspaces. (a) The initial vector beam is geometrically
represented by an equatorial state vector of unit length on a single ` = ±4 HOP Sphere, indicative of a maximally
non-separable pure state. The experimental basis states are shown on the poles (as intensities with their respective

polarisation state on the right) and the vectorial sum (amplitude and polarisation structure) is shown on the
equator. The tilted lens deforms the initial mode into (b), and this new state can be mapped to multiple HOP

Spheres, each spanned by a different OAM and radial mode (c). Each of these potentially describes a mixed state of
some degree of non-separability (non-unit and/or non-equatorial state vectors). The (d) scattering probabilities and
(e) phases over the OAM (`) and radial (p) modes for the right (left) (R(L)) circular polarisation components after
the ` = ±4 vectorial field traverses the tilted lens channel. The right and left components have equivalent scattering

probabilities. There are N = 5 states, (`, p), with non-zero probabilities and N(N − 1)/2 = 10 pairs of multiple
subspaces that can be formed. (f) The pairs of states constituting the subspace and corresponding VQF for the

vector field in that particular subspace can be represented with a graph having a set of vertices (as the contributing
states) connected by weighted edges, respectively. The weights of the edges correspond to the VQF.

The superimposed intensity and polarisation profile of
the initial beams (no perturbation) are shown in the in-
set of Figure 2 (a) for ` = ±1 and ` = ±4, both with a
radial mode of p = 0, with corresponding mode numbers
N = 2p+ |`|+ 1 of 2 and 5 respectively.

Next, we pass these beams through a highly aberrated
system, a tilted lens, illustrated in Figure 2 (b). This is
known to severely distort OAM modes [65] and is rou-
tinely used as an OAM detector by breaking the beam
into countable fringes [66]. The results at illustrative
distances (Z1 to Z3) after the lens are shown in Figure 2
(c), for typical tilt angles up to 15◦ (adjusted to signif-
icantly distort the beam). The superimposed intensity
and polarisation profiles reveal that while the vectorial
structure distorts as one moves towards the far-field, the
inhomogeneity as measured by the vectorness does not,
corroborated by the vectorness of each beam (reported
in the insets), all remaining above 93%, i.e., remaining

fully vectorial as predicted by the unitary nature of the
channel.

In contrast we see that the intensity profiles change
morphology, and concomitantly polarisation structure.
This change can be explained by the coupling of modes
outside the original subspace by virtue of the channel op-
erator: the channel scatters the original OAM modes into
new mode sets that maintain the same mode number as
the input modes. We can visualise this using the Higher
Order Poincaré (HOP) Sphere, a geometric representa-
tion of vectorial structured light [67, 68]. The case for
` = ±4 is shown in Figure 3 as an illustrative example.
The initial cylindrical vector vortex beam is visualised as
an equatorial vector of unit length (a pure state), shown
in Figure 3 (a). The channel (our tilted lens) maps this
initial state to a new field, shown in Figure 3 (b), ex-
pressed across multiple HOP Spheres, illustrated in Fig-
ure 3 (c).
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FIG. 4: The unitary channel mapping and its inversion. The unitary channel (tilted lens) 1A ⊗ TB maps the
initial `± 4 vector field from the equator of its corresponding subspace onto a new HOP Sphere spanned by an
adjusted basis (shown as experimental images on the poles) where the vectorial structure is also a maximally

non-separable pure state. (a)shows the ` = ±4 example and (b) the ` = ±1 example. Because the unitary channel is
a change of basis, the inverse (1A ⊗ TB)† can be applied to map the field back to the original sphere. In (c) the state
(1A ⊗ TB)† |Ψin〉 is inserted as a pre-channel correction, resulting in the initial field |Ψin〉 as the output, shown here

for ` = ±4. In (d) post-channel correction is achieved on the output, shown for ` = ±1, where the operation is
simply a quarter waveplate, since 1A ⊗ TB = TA ⊗ 1B for this subspace.

The new HOP Spheres are made up of all modal pair-
ings that have non-zero modal powers (scattering proba-
bilities). We quantify this by reporting the scattering
probabilities and phases for every subspace, shown in
Figures 3 (d) and (e), respectively. The initial modes
(`in = ±4, pin = 0) now only contain ≈12% of the to-
tal modal power, with new modal subspaces emerging to
carry the rest. The HOP Spheres are made of pairings of
these modes, one on each pole, but not all contribute to
the vectorness. To determine the contributing pairs, we
measure the vectorness for every possible pairing (there
are N(N−1)/2 = 10 possibilities), with the results shown
as a graph in Figure 3 (f). In the graph, each vertex
corresponds to a non-zero state from (d) and the edges
represent possible pairings to form a HOP Sphere. The
weight of each edge corresponds to the vectorness of that
pairing. The initial subspace (±4, 0) is no longer a non-
separable state, with a vectorness of 0, while some of the
new subspaces (new HOP Spheres) can be as high as 98%,
i.e., pure vectorial states. The graph can be re-arranged
with the zero weighted edges removed to reveal a K3,2 bi-
partite graph structure with two independent vertex sets,

U = {(±4, 0), (2, 0)} and V = {(±2, 1)}, connected by 6
edges (see SI). Thus of the 10 unique subspaces created
from the five scattered modes, only six are non-separable
states, occurring for mapping combinations of states be-
tween U and V. One can appreciate that this becomes
ever more complicated as the complexity of the medium
(and modal scattering) increases.

From this conventional perspective the situation is
complicated, but only because the original (OAM) basis
modes ({|u1〉 ≡ |`〉 and |u2〉 ≡ |−`〉}) are used to form
the HOP Spheres. We offer a simplification by recognis-
ing the unitary nature of the transformation: one can
visualise the action of the channel as a mapping (after
the channel operation (1A⊗TB) to a single HOP Sphere
spanned by the new vectors forming an adjusted basis,
|v1〉 and |v2〉, shown in Figure 4 (a). This mapping is a
result of channel state duality, where the new spatial ba-
sis states that the non-separable vectorial field maps onto
are isomorphic to the basis states of the unitary channel
operation [60]. In this new HOP Sphere the state vec-
tor is again maximally non-separable and pure. The new
adjusted basis states are complex structured light fields
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(one may say distorted modes due to the noisy chan-
nel), shown as experimental images on the poles. In
some special cases the mode may be recognisable: for
the ` = ±1 state shown in Figure 4 (b) the mapping
returns the Hermite-Gaussian modes as the adjusted ba-
sis. This is a special case resulting from the symme-
try of the example. Pertinently, the initial state vector
in the original HOP Sphere, and the new state vector
in the adjusted HOP Sphere are both equatorial and of
unit length, representing a maximally non-separable pure
state. This means that the vectorness remains intact,
even if the polarisation structure looks rather different.
Our framework explains why the polarisation structure
appears to change (a change in HOP Sphere) yet the in-
homogeneity does not (the same state vector in each HOP
Sphere). Since the mapping is unitary it is possible to
invert the action of the channel either as a pre-channel
action or post-channel correction, both lossless; conve-
niently, the experimental steps to determine the channel
unitary are straightforward: modal and Stokes projec-
tions (see SI and Methods), and may be implemented in
a variety of ways, including sophisticated state-of-the-art
adaptive approaches [69–71]. Using a pre-channel correc-
tive step, we insert the adjusted basis vectorial mode into
the tilted lens and allow the aberrations to unravel it back
to the original initial state, shown in Figure 4 (c). For the
` = ±1 example the required inversion operator is just
a quarter wave plate, which can be derived analytically
from Eq. (4) (see SI). The counter-intuitive notion that
a polarisation element can be used to correct a channel
that acts only on the spatial mode DoF is explained by
the fact that the channel correction, (1A⊗TB)†(1A⊗TB)

can be rewritten as T †ATA⊗T †BTB = (T †A⊗1B)(TA⊗1B),

so that the post-channel unitary, T †B = T †A, can be ap-
plied to the polarisation degree of freedom for ` = ±1
(not in general for all modes as this is a special case).
The impact of this unitary is shown in Figure 4 (d) as a
post-channel correction, restoring the full vectorial initial
state.

The role of measurement. Given that the state vec-
tor after the channel lives on many HOP Spheres in the
original basis, {|u1〉 and |u2〉}, but only one HOP Sphere
in the adjusted basis, {|v1〉 and |v2〉}, it is pertinent to
ask in which basis (or HOP Sphere) should one make
the vectorial measurement? In the quoted vectorness
values thus far, we have circumvented this problem by
using a Stokes measurement approach to extract the de-
gree of non-separability [72], with the benefit of sampling
in a basis-independent fashion (see Methods). In con-
trast, many measurements of structured light are basis
dependent, e.g., in classical and quantum communica-
tion, where the basis elements form the communication
alphabet. In Figure 5 (a) we show the outcome of a basis-
dependent vectorness measurement (see Methods) in the
original basis and in the adjusted basis, using the tilted
lens as the channel. We see that for some symmetries
the choice of basis has no impact on the outcome, as in

FIG. 5: The choice of measurement basis. (a)
Measurement of the vectorness in the original (Ori.) and
adjusted (Adj.) basis ` = ±1 (left) and ` = ±4 (right)
in the far-field of the tilted lens. (b) Measurement of

the vectorness of an initial ` = ±1 mode through
experimentally simulated atmospheric turbulence as a

function of the turbulence strength (D/r0). A
basis-dependent (BD) measurement in the original basis

(` = ±1) shows a decay in vectorness, while the
basis-independent (BI) approach reveals an invariance.
Experimental data (points) show excellent agreement
with theory (dashed curves). The insets show the left
(red) and right (blue) polarisation projections on the
` = ±1 modal sphere for three example turbulence

strengths (low, medium and strong). Each point on the
spheres represents one instance from the experimental

turbulence ensemble. Error bars are plotted as standard
deviations from 50 instances of simulated turbulence.

the case of ` = ±1, while for other vectorial fields the
impact is significant (` = ±4). It should be noted that
the ` = ±1 beam through a tilted lens is a special case,
because in modal space the state vector has simply been
rotated. In general, it is the adjusted basis that always
reveals the invariance of the vectorness. The failure of
the measurement in the original basis is easily explained
by the concatenation of the measurement subspace to
just one of the many HOP Spheres in which the state re-
sides, and the consequent reduction of the state vector to
a mixed and separable state because information is lost

223



7

to other OAM subspaces.

Simulated atmospheric turbulence. To make clear
that the tilted lens is not a special case, we alter the
channel to atmospheric turbulence simulated on a spatial
light modulator, and this time measure the vectorness as
a function of the turbulence strength in the original ba-
sis and in a basis independent fashion, with the result
shown in Figure 5 (b). We find that a measurement in
the original basis shows a decay in the vectorial nature
of the light as the turbulence strength increases, whereas
the basis-independent approach reveals the unitary na-
ture of turbulence: while the spatial structure is complex
and altered, its vectorness remains intact and invariant
to the turbulence strength. Here, all the measurements
were performed in the far-field, so that the phase-only
perturbations manifest as phase and amplitude effects.
We clearly see the paradox: the vectorial structure can
appear robust or not depending on how the measure-
ment was done. This result highlights the important role
of measurement in determining the salient properties of
vectorial light fields.

The inset spheres in Figure 5 (b) show the left (red)
and right (blue) state vector projections on the ` = ±1
modal sphere [73] for low, medium and strong turbulence.
Each instance of a turbulence strength is a red (blue)
point, the scatter of which and deviation from the poles is
indicative of modal cross-talk. This is a visual represen-
tation of why the vectorness decays when one considers
only one sphere in the original basis: the original states
are orthogonal (points on opposite poles with little scat-
ter) but as turbulence increases they disperse across the
sphere, resulting in superpositions of OAM, which be-
come maximally mixed. For example, looking only at
the ` = ±1 subspace, the state may evolve following
(ignoring normalisation): |R〉 |1〉 → |R〉 |1〉 + i |R〉 |−1〉
and likewise |L〉 |−1〉 → |L〉 |−1〉 − i |L〉 |1〉. The original
vectorial state becomes |R〉 |1〉 + |L〉 |−1〉 → |L〉 |−1〉 +
i |L〉 |1〉 + |R〉 |1〉 + |R〉 |−1〉 = (|R〉 + i |L〉)(|1〉 + |−1〉),
which is a scalar, diagonally polarised, Hermite-Gaussian
beam with a vectorness of 0. One can deduce from this
simple example that if only some modal spaces are con-
sidered in the beam analysis, then vectorial modes can
reduce to scalar modes, but not vice versa.

In Figure 6 (a) and (b) we show typical cross-talk ma-
trices with and without turbulence, respectively, where
the input and output modes are both expressed in the
original basis, {|R〉 |u1〉 , |R〉 |u2〉 , |L〉 |u1〉 , |L〉 |u2〉}. The
cross-talk in (b) is deleterious for both classical and
quantum communication. However, the unitary nature
of the channel means that there is an adjusted basis,
{|R〉 |v1〉 , |R〉 |v2〉 , |L〉 |v1〉 , |L〉 |v2〉}, where the state vec-
tor is pure. Consequently, a post- or pre-channel unitary
can undo the action of the channel, removing the cross-
talk, as shown in Figure 6 (c) and (d). The post-channel
unitary is simply a measurement in the new adjusted ba-
sis, requiring nothing more than a change to the detection
optics (holograms in our example) based on the channel

under study. In Figure 6 (d), the preparation optics are
programmed to prepare the state in the adjusted basis,
but measure it in the original basis, once again returning
a cross-talk free result. While the action of the channel is
to distort the initial beam, as shown in Figure 6 (e), the
channel action can be reversed as shown in Figure 6 (f),
restoring the initial beam. This is a visualisation of the
low cross-talk matrix in part (d): sending in the adjusted
basis but measuring in the original basis. The scalar ver-
sion of the basis modes are shown in Figures 6 (e) and
(f) as insets below each polarisation profile, starting with
the original modes, which become perturbed due to tur-
bulence. The adjusted basis, with scalar versions shown
in the insets of Figure 6 (f), maintains the orthogonality
of the modes, and shows the key to the restoration of
the initial field. When the adjusted basis is the input,
the output is the corrected mode in the original basis.
These results suggest that cross-talk free communication
is possible with a judiciously selected basis set for the
preparation or measurement, exploiting the fact that the
vectorial state is intact in the adjusted basis. We use
this fact in (g) to encode graphical information using our
modal set, send it across the channel, and decode it on
the other side. Turbulence causes cross-talk, distorting
the image, but this can easily be overcome by simply
decoding (measuring) in the adjusted basis, with results
shown for medium and strong turbulence. A measure-
ment in the adjusted basis reveals minimal modal decay,
minimal cross-talk and high-fidelity information transfer
across this noisy channel, with the small deviations due
to experimental imperfections.

Demonstrating and exploiting the invariance. Fi-
nally, in Figure 7, we show results that highlight the
power and versatility of this framework, and the impor-
tance of its implications, with full experimental details
given in the Supplementary Information. The central
message is the invariance of the polarisation inhomogene-
ity of vectorial light in a wide range of complex media. In
Figure 7 (a) we report results on a 200 mm physical path
through a heated channel where the induced tempera-
ture gradients in the air path results in optical distortions
(measured in the far field). Although the medium is dy-
namically changing, in principle in some unknown man-
ner, the vectorness remains intact, a fact tested across
multiple input vectorial states (see SI) and shown in the
middle panel for ` = ±10. Data was collected at ≈ 38
Hz, with the inset showing a zoomed time window. Con-
trolling the source temperature to alter the aberration
strength does not alter the vectorness, shown for ` = ±1
and ` = ±5 examples in the right panel. We also show
results measured in the original modal basis: in this case
the invariance is lost, again confirming the important role
of measurement in the context of vectorial light.

In Figure 7 (b) we deliver a radially polarised vectorial
beam through a setup for optical trapping and tweezing,
and introduce aberrations into the path. We show that
without any correction the trap stiffness (a measure of
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FIG. 6: Unravelling turbulence. Cross-talk matrices for preparation and measurement in the original basis for
(a) no turbulence and (b) medium turbulence (D/r0 = 1.6). (c) Measuring or (d) preparing in the adjusted basis

removes the cross-talk. (e) The unitary action of the channel distorts the polarization structure of the initial beam
but not its vectorial homogeneity, with the vectorness given in the insets. Below the polarisation structure are the

spatial modes composing the original basis (u1,2) and perturbed basis (v1,2) along with their polarization states |R〉
and |L〉. (f) The unravelling of the turbulence by a lossless unitary applied pre-channel, restoring the initial beam
after the turbulence. The adjusted basis modes (v∗1,2) and the corrected basis modes (u1,2) are shown below the

polarisation structures with their respective polarisation states. In (g), an image (left) encoded in the original basis
is distorted after transmission through moderately weak (middle) and medium (right) turbulence characterized by
D/r0 = 1 and D/r0 = 1.6, respectively. The same image is transmitted through the channel but decoded in the

adjusted basis, for distortion-free communication, shown in the insets.

how good the trap is) decreases by 10×; after applying a
pre-channel unitary transformation we can recover most
(6×) of the original trap performance, as illustrated by
the restricted motion of the particle in the trap. In our
case the adaptive optical routines were rudimentary (ex-
plained in the Methods and SI) whereas the state-of-the-

art vectorial adaptive solutions [69–71] promise a much
enhanced performance and potentially full recovery.

So far all the channels have acted on the spatial mode
and left the polarisation as the unaffected DoF. In Fig-
ure 7 (c) we show results after passing ` = ±1 vectorial
beams through a 1 m length of few-mode optical fibre,
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FIG. 7: Real-world channels. (a) Measured VQF as a function of time for an ` = ±10 beam over a temperature
controlled hot plate (≈ 200 mm path), with the inset showing a zoomed time window. The right panel shows the
averaged VQF for particular temperature settings for ` = ±1 and ` = ±5 beams, showing the invariance of the
vectorness for a basis independent (BI) measurement, and a decay when measured in a basis dependent (BD)

fashion. (b) Particle movement (measured in x and y co-ordinates) in an optical trapping and tweezing system
shows a trap stiffness decrease by 10× when aberrated, recovering by 6× when a pre-channel unitary is applied. (c)

Delivery of vectorial light through a 1 m length of few-mode optical fibre shows a low Fidelity of 39% due to
cross-talk when measured in the original basis, but increasing to 90% when measured in the adjusted basis. (d)

After a 50 mm passage through a liquid medium, the vectorness remains intact (for input VQF of 0.5 and 1) even
for chiral media such as D-Limonene. The graph shows VQF measurements for ` = ±2 and ` = ±4 through various
liquids. The insets in the right panel show ` = ±20 and ` = ±50 output beams after the D-Limonene sample, both

with a VQF above 0.99.

stressed and bent to induce polarisation coupling. The
output beams were measured in both the original basis
and adjusted basis, with the cross-talk matrices shown
for both in the bottom panels. The results show high
cross-talk when measured in the original basis (Fidelity
of 39%) and minimum cross-talk when measured in the

adjusted basis (Fidelity of 90%), confirming that there is
a new HOP Sphere where no correction is needed in order
to recover the information carried by the state, important
for optical communications.

Finally, in Figure 7 (d) we show results after passing
vectorial beams through liquid media of 50 mm length,
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from water to the chiral media of D-Limonene and Su-
crose. In the chiral media, the polarisation is the af-
fected DoF, with a local polarisation rotation of about
40◦, as can be seen in the example data included in the
left panel. Regardless of the medium and input beam
type, the vectorness remains invariant. The graph (mid-
dle panel) shows results for ` = ±2 and ` = ±5, with
input VQFs of 0.5 and 1. The insets on the right show
` = ±20 and ` = ±50 output beam profiles from the
D-Limonene medium, both with a VQF above 0.99.

DISCUSSION AND CONCLUSION

Our results show that vectorial structured light in com-
plex media will evolve from the near-field to the far-
field, generally appearing spatially distorted in ampli-
tude, phase and polarisation structure, although unal-
tered in vectorial inhomogeneity. This is explained by
the unitary nature of such channels, mapping the state
from a HOP Sphere spanned by the original basis to a
new HOP Sphere spanned by an adjusted basis, as if only
our perspective has altered. Any measurement in the
original basis will show an apparent decay of the vector-
ness in strongly perturbing media even though the degree
of polarisation remains intact - a hidden invariance that
can be observed through a judicious measurement. The
role of measurement in quantum studies is well appreci-
ated, and here too the vectorness of a classical beam can
be found to be high and low, seemingly contradictory
outcomes, yet both equally valid based on the choice of
measurement. This is not only of fundamental impor-
tance but also of practical relevance: we have shown how
to make a basis choice for preparation and/or measure-
ment to negate modal cross-talk, with obvious benefits in
classical and quantum communication across noisy chan-
nels, as well as in imaging through complex media.

The argument for robustness of vectorial light in chan-
nels where the polarisation is not directly affected is egre-
gious: our quantum notation makes clear that the entire
state is altered since its two DoFs are non-separable, in
the same way that a true bi-photon quantum state is al-
tered if just one of the two photons is perturbed - both
examples of one-sided channels. Our statement is cor-
roborated here by theoretical examples and experimental
proof, particularly illustrated by the example of operat-
ing on the “unaffected” polarisation DoF to correct the
entire vectorial state.

Our analysis has considered unitary complex channels
where one of the two DoFs is unaffected, covering a myr-
iad of practical cases. These include channels with ab-
solute losses (the same for each mode), which can be
accounted for by a renormalisation, while reduced am-
plitudes and adjusted phases due to modal or polarisa-
tion cross-talk are fully accounted for in the theory. We
remark that not all channels are one-sided and unitary,
for example in strongly scattering biological systems [74].

Although scattering can in many cases be reversible and
thus handled by our theory, there are cases when this
will not be true. Here it is the relative modal losses of
the initial states, say |L〉 |`〉 and |R〉 |−`〉, that breaks the
reversibility, often due to detection that is either time av-
eraged or inefficient: not all the light is collected, and the
deficiency is mode dependent. Such cases may be han-
dled by extending the applied quantum toolbox to cover
a two-sided channel, and to introduce tools for mixed
quantum states, e.g., quantum state tomographies and
purity measures, to cover the non-unitary channels. We
also point out that the decay dynamics of the channel
can be determined from a non-separable state irrespec-
tive of whether the channel is unitary [61]. Thus while
the invariance of the vectorness requires that the chan-
nel is unitary, the pre- and post-channel correction does
not, although it may no longer be lossless. Our work
has already revealed the benefit of a quantum framework
applied to classical vectorial light, and thus one can an-
ticipate further benefits and insights as the scope is ex-
tended.

In conclusion, we have provided a general framework
for understanding the impact of aberrations on vectorial
light fields, in doing so revealing the unitary nature of
many complex media. Our work resolves a standing de-
bate on the robustness of vectorial light in complex me-
dia, and will be invaluable to the exploding community
working with vectorial structured light and its applica-
tions.
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METHODS

Vector beam generation. To generate vector
beams, a horizontally polarized Gaussian beam from a
HeNe laser (wavelength λ = 633 nm) was expanded
and collimated using a 10× objective and a 250 mm fo-
cal length lens. The expanded beam was then passed
through a half-wave plate (HWP) before being separated
into its horizontally (H) and vertically (V) polarized com-
ponents using a Wollaston prism (WP). The plane at the
WP was then imaged onto the screen of a digital micro-
mirror device (DMD - DLP6500) using a 4f system. The
separation angle of the polarization components from the
WP of ≈ 1 ◦ resulted in the diffracted 0th order compo-
nents overlapping. To create a desired scalar component
mode of the form U(r) = |U(r)| exp(iΦ), where Φ is the
phase of the field and U has maximum unit amplitude,
the DMD was programmed with a hologram given by

H =
1

2
− 1

2
sign (cos (πφ+ 2πG)− cos(πA)) (5)

with G(r) = g ·r a phase ramp function with grating fre-
quencies g = (gx, gy), and A(r) = arcsin(|U(r)|)/π and
φ(r) = Φ/π are the respective, appropriately enveloped,
amplitude and phase of the desired complex fields at pixel
positions r = (x, y). Holograms for each polarization
component (denoted as HA and HB) were multiplexed on
the DMD, where the grating frequencies (gx, gy) could be
chosen to cause the H polarized 1st diffraction order from
HA and the V polarized 1st diffraction order from HB to
spatially overlap. This combined 1st order contained our
vector field which was subsequently spatially filtered at
the focal plane of a 4f imaging system and imaged onto
a second DMD. The second DMD was addressed with a
single hologram of the same form as HA/B onto which the
turbulence phase screens, along with any correlation fil-
ters were encoded (a quater-wave plate, QWP, was used
to convert H and V polarization to right (R) and left
(L) circular respectively). Polarization projections were
made using a linear polarizer (LP) and a QWP before the
second DMD. The intensities at the Fourier plane were
captured using a CCD (FLIR Grasshopper 3) placed at
the focal plane of a 2f imaging system.

Non-separability measurements. We measured
the non-separability of the vector beams in a basis de-
pendent and independent approach using Stokes param-
eters and modal decomposition, respectively (see SI for
further details ). Firstly, to measure the Stokes param-
eters, we used the reduced set of four Stokes intensities,
IH , ID, IR and IL corresponding to the linearly polarized
horizontal (H), diagonal (D) and the circular right (R)
and left (L) polarizations. From these measurements we
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extracted the Stokes parameters,

S′0 = IR + IL (6)

S′1 = 2IH − S0 (7)

S′2 = 2ID − S0 (8)

S′3 = IR − IL. (9)

The four intensity projections were acquired through
the use of a linear polarizer (for IH and ID) rotated by
0 and π/4 radians together with a quarter-wave plate
(for IR and IL), oriented at ±π/4 radians relative to
the fast axis. Subsequently, the basis independent VQF
(equivalently non-separability) was determined from V =√

1− (S2
1 + S2

2 + S2
3)/S2

0 , with Si =
∫
S′i(r)dr being the

global Stokes parameters integrated over the transverse
plane.

For the basis dependent approach, the overlap between
orthogonally polarized projections of the field in question
was used as a measure of non-separability, with unity
overlap signalling that the field is completely scalar, while
a zero overlap indicated a maximally non-separable vec-
tor field. This overlap can be characterized by the mag-
nitude of the Bloch vector, s, lying on the surface of a
sphere spanned by superpositions of a chosen pair of ba-
sis states |ψ1,2〉. The magnitude can then be seen as a
sum-in-quadrature of the Pauli matrix expectation values
〈σi〉, as their operation on the basis states gives the unit
vectors of the sphere. We can determine these expecta-
tion values using projections 〈P | into superpositions of
the spatial basis components described by

〈Pj | = αj〈ψ1|+ βj〈ψ2| . (10)

With (α, β) = {(1, 0), (0, 1), 1√
2
(1, 1), 1√

2
(1,−1),

1√
2
(1, i), 1√

2
(1,−i)} for both |R〉 and |L〉. These 12 on

axis intensity projections are used to calculate the length
of the Bloch vector according to

〈σ1〉 = (I13 + I23)− (I14 + I24) (11)

〈σ2〉 = (I15 + I25)− (I16 + I26) (12)

〈σ3〉 = (I11 + I21)− (I11 + I22) (13)

where the i index of Iij corresponds to the 〈R,L| polar-
ization projections and the j index represents the spatial
mode projections defined above. The nonseparability is
then given by V =

√
1− s2. In this work the projections

into the right- and left-circular polarization components
was achieved using a linear polarizer and QWP. The sub-
sequent spatial mode projections were performed using a
correlation filter encoded into a digital micro-mirror de-
vice (DMD), and a Fourier lens to produce on-axis inten-
sities Iij .

Adjusted basis measurement. To determine the
adjusted basis, the complex amplitude of an aberrated

probe field |Ψ〉probe needs to be measured (see SI). This
field was approximated using a maximum likelihood esti-
mation procedure, where far field intensities of the right-
and left-polarized components of the ideal vector beam
through turbulence were captured:

IR,L
probe = 〈R,L|ψ(k = 0)〉probe (14)

Where |ψ〉probe denotes the Fourier transform of

|Ψ〉probe and k = (kx, ky). Simulated Fourier intensities,

|ψ〉Zern, of ideal beams modulated by a phase (modelled
by possible weighted combinations of Zernike polynomi-
als Zj),

|Ψ±1〉Zern = LG±10 exp


i
∑

j

cjZj


 , (15)

were generated (spatial dependence has been omitted).
The set of coefficients cj which lead to the lowest square
difference in intensity between the experimental and sim-
ulated cases,

χ2 = (IRprobe − IRZern)2 + (ILprobe − ILZern)2 (16)

was used to determine the required basis for recovery
of the initial beam.
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