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This dissertation studied the problem of face recognition when facial images have partial occlusions

like sunglasses and scarfs. These partial occlusion lead to loss of discriminatory information when

trying to recognise a person’s face using traditional face recognition techniques that do not take into

account these short comings. This dissertation aimed to fill the gap of knowledge. Several papers in

literature put forward the theory that not all regions of the face contribute equally when discriminating

between different subjects. They state that some regions of the face are more equal than others, like

the eyes and nose. While this may be true in theory there was a need to comprehensively study this

problem.

A weighing technique was introduced that that took into account the different features of the face and

assigned weights for the different features of the face based on their distance from the five points that

were identified as the centre of the weighing technique. Five centres were chosen which were the left

eye, the right eye, the centre of the brows, the nose and mouth. These centres perfectly captured where

the five dominant regions of the face where roughly located. This weighing technique was fused with

an image segmentation process that ultimately led to a hybrid approach to face recognition.

Five features of the face were identified and studied quantitatively on how much they influence face

recognition. These five features were the chin (C), eyes (E), forehead (F), mouth (M) and finally

the nose (N). For the system to be robust and thorough, combinations of these five features were

constructed to make 31 models that were used for both training and testing purposes. This meant that

each of the five features had 16 models associated with it. For example, the chin (C) had the following



models associated with it; C, CE, CF, CM, CN, CE, CEM,CEN, CFM, CFN, CMN, CEFM CEFN,

CEMN, CFMN and CEFMN. These models were put in five different groupings called Category 1 up to

Category 5. A Category 3 model implied that only three out of the five features were utilised for training

the algorithm and testing. An example of a Category 3 model was the CFN model. This meant that this

model simulated partial occlusion on the mouth and the chin region. The face recognition algorithm

was trained on all these different models in order to ascertain the efficiency and effectiveness of this

proposed technique. The results were then compared with various methods from literature.
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CHAPTER 1 INTRODUCTION

1.1 PROBLEM STATEMENT

1.1.1 Context of the problem

Face recognition is the process of uniquely identifying or verifying a person’s identity. This is

accomplished by measuring the differences and examining a set of features from a dataset and the image

in question. Face recognition has three major steps associated with it namely; image pre-processing,

feature extraction and selection, and feature classification. Image pre-processing is the step that

standardises and normalises images before feature extraction takes place. Several techniques exist that

improves the image quality in the pre-processing phase such as face detection and cropping, histogram

equalisation, wavelet transforms, colour normalisation, image denoising and filtering [1–3]. Feature

classification is the step that categorises a query image into the right class.

The most vital stage for any face recognition system is the feature extraction stage. This stage extracts

and selects the most useful features to be used for discrimination and discards those that are perceived

to be of little or no value since some features contribute negatively during the classification stage [4].

Feature extraction also plays a large part in reducing the dimensionality of the input data, in this case

the input data is a query image, fed into the extraction algorithm by transforming the input data into

a feature set or feature vector [5–7]. Thus, extracting the right features and discarding unnecessary

features is of paramount importance.

The performance of a face recognition system drastically degrades under non-ideal conditions such as

illumination variation, distance from the observer, face position, age change, and especially partial

occlusion. Appearance-based face recognition algorithms are those that use the features on a face

such as the eyes, nose, mouth, chin and forehead [8]. If these features are partially occluded with eye

glasses or a scarf, this leads to loss of useful discriminatory information that could be used for correct

classification [5], [8].

Various appearance-based algorithms exist that use these features when classifying partially occluded

images, for example, principal component analysis (PCA), linear discriminant analysis (LDA), local
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Gabor binary patterns (LGBP), hidden Markov model (HMM), independent component analysis

and speeded up robust features (SURF) [9–14]. These algorithms perform less efficient on partially

occluded images as they use face features, thus there is a need to optimise these algorithms such that

they can extract only the relevant and available features on a face and in turn discard the occluded

regions of a face.

1.1.2 Research gap

The focus of this research was to develop a hybrid model that utilises a different feature extraction

algorithms and a dedicated feature classification algorithm. The feature extraction algorithms include

PCA and LDA, HMM and SURF. It has been found out that some regions on the face offer little to no

discrimination when classifying an image under occlusion [5].

There is a need to implement an algorithm that can assess and quantify which regions of the face, and

combinations of regions as well, which offer the best discrimination. Some regions of the face are

better at discriminating one individual from another, thus this research aims to weigh these different

regions according to what extent they influence discrimination and to what extent they do as well.

1.2 RESEARCH OBJECTIVE AND QUESTIONS

The image will be segmented into modular sub-regions and then weighing each of these regions to

find the right combination that leads to optimal performance. Some of the sub-regions would then be

discarded to increase performance of the hybrid model. Some research questions that arose are:

• Is it possible to develop a hybrid face recognition model using a combination of different feature

extraction algorithms and a single classification algorithm that can outperform the individual

algorithms?

• Can segmenting an image into smaller modular sub-regions and then applying a feature extraction

algorithm to each of those sub regions lead to higher recognition rates as compared to applying

the feature extraction algorithm onto the entire image?

• Once an image has been segmented into smaller regions, is it possible to discard some sub regions

which do not offer much discrimination and simultaneously lead to an efficient recognition

system?

Department of Electrical, Electronic and Computer Engineering
University of Pretoria
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1.3 HYPOTHESIS AND APPROACH

1.3.1 Hypothesis

1.3.1.1 I. Hybrid hypothesis

This study aims to assess the hypothesis that using a hybrid model that consists of a combination of

two techniques in the feature extraction and processing phase, leads to better performance in terms of

recognition rates.

1.3.1.2 II. Apply feature extraction to sub-regions hypothesis

It is hypothesised that applying a feature extraction technique on sub-regions of an image leads to a

better performing recognition system as compared to using the entire image. Thus using a weighted

approach to these sub-regions leads to an increase in efficiency of the face recognition system.

1.3.1.3 III. Image segmentation hypothesis

This study aims to assess the hypothesis that segmenting an image into smaller sub-regions and

discarding the sub-regions that offer the least discriminatory information can lead to a more efficient

and better recognition system.

1.3.2 Procedure

1.3.2.1 I. Hybrid approach

This dissertation aims to tackle the problem of improving improving facial recognition rates when

the subject is partially occluded. This can be accomplished by combining different feature extraction

techniques to improve recognition rate.

It has been shown that recognition rates increase when using a hybrid method as compared to just

using a single algorithm for both feature extraction and feature classification [5–7], [12], [15], [16–18].

It should be possible to use a hybrid method that utilises LDA as a feature extraction algorithm and a

feed forward neural network (FFNN) as a feature classifier.

It has been shown that using FFNN, as a feature classification algorithm, is feasible and leads to a

recognition rate of above 94% [18]. It was also shown that using LDA as a feature extraction technique

leads to a more efficient facial recognition system [19]. The performance of this hybrid model can be

compared to both traditional LDA and FFNN when they are used individually as both feature extraction

algorithms and feature classification algorithms. In order to assess the performance several databases

that contain images under partial occlusion are used as training and testing purposes. 30% of the

images will be used for testing purposes and 70% of the images will be used for training purposes.

K-cross fold validation will be used to assess the accuracy of the proposed hybrid method. K-cross

Department of Electrical, Electronic and Computer Engineering
University of Pretoria
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fold validation entails cycling through an entire dataset of faces in order to make sure all the faces

have been used for both training and testing purposes. Data used in this experiment will be collected

from face recognition databases such as AR database, ORL database, Yale Faces database and UMIST

database. These databases are readily available online.

1.3.2.2 II. Image segmentation approach

Some literature divides an image into four equal modular sub-regions without taking into account

where the key features are located [20]. Research will be done to find out the optimal number of

sub-regions an image can be segmented into whilst retaining a high recognition accuracy. Different

combinations of the sub-regions will also be tested in order to find the combination of regions that

provide optimal efficiency with the hybrid model. This can be tested by segmenting faces in different

face databases and assessing the accuracy of the model by utilising K-cross fold validation.

In order to assess the performance several databases that contain images under partial occlusion are

used as training and testing purposes. 30% of the images will be used for testing purposes and 70%

of the images will be used for training purposes. Both raining and testing dataset would contain

images with and without occlusion. K-cross fold validation will be used to assess the accuracy of the

proposed hybrid method. K-cross fold validation entails cycling through an entire dataset of faces in

order to make sure all the faces have been used for both training and testing purposes. Data used in

this experiment will be collected from face standard recognition databases namely the AR database

ORL database, Yale Faces database and UMIST database. These databases are readily available

online.

This approach has a possible failing point as well, which is the image may be segmented into a large

number of sub-regions which would inversely lead to a drastic decline in performance as it would take

a large amount of time to process all these sub-regions. It can also fail when these sub-regions are

segmented at points where they cut the features which offer the most discrimination such as the eyes,

nose and mouth thus unintentionally leading to a greater loss of information.

For any research to be successful a strong grasp and understanding of the theory behind the literature

that underpins it is of paramount importance. Similarly, for this research into feature extraction

techniques to be successful a strong understanding of feature extraction algorithms will be obtained by

reading extensively journal papers and organising them into credible sources. Research will have to be

performed to in order to mathematically model these algorithms and turn that mathematical model into

pseudo-code which would be used to code the algorithms. The algorithms will then be run on different

databases in order to ascertain their accuracy.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria
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1.4 RESEARCH GOALS

This research aims to achieve the following:

• To develop a hybrid algorithm that fuses different feature extraction techniques in order to

increase face recognition metrics.

• To propose the right combination of features that leads to a higher recognition rate.

• To develop the right weighing for each sub-region that can lead to a higher recognition rate.

1.5 RESEARCH CONTRIBUTION

This dissertation makes the following contributions:

• A weighing technique is presented that makes use of five centres on a human face. These five

centres act as the point of reference when weighing the features used for recognition. These

centres were located at the centre of the left eye, the centre of the right eye, the centre of the

brow, the centre of the nose and the centre of the mouth. A weighing function was then applied

with this in mind.

• Presents an image segmenting method that divides the face into five sub-regions used as features

for face recognition. These features are made into thirty-one possible combinations used for

face recognition. From these combination it was found out that the forehead (F) feature and its

15 other models offered the most discrimination.

• Makes a comparative study on which parts of the face offer the most discrimination during face

recognition.

• A hybrid linear discriminant analysis algorithm that utilises segmentation and weighing

techniques.

1.6 RESEARCH OUTPUTS

The following article has been submitted for publication:

T. Chanaiwa, and H.C. Myburgh, "Modified Linear Discriminant Analysis using Image Segmentation

and Weighing Techniques," Elsevier Journal on Image and Vision Computing. Submitted.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria
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1.7 OVERVIEW OF STUDY

This study is organised as follows:

Chapter 2 offers a comprehensive literature survey of the past and present algorithms used for a

facial recognition system (FSR). It underlines the theoretical background of how these methods

function.

Chapter 3 is composed of the algorithms that were implemented as a means to compare them against the

proposed technique under the same conditions. These algorithms include Discrete Cosine Transform

(DCT), Independent Component Analysis (ICA), Non-negative Matrix Factorisation (NMF) and Sparse

Representation-based Classification (SRC).

Chapter 4 focuses on the proposed research and how it was implemented. In this dissertation a face

segmentation and weighing algorithm was proposed that divides the face into regions and examined

which parts offered the most discrimination. The parts that offered the most discrimination were

given higher weights so as to increase discrimination. This resulted in a modified linear discriminant

algorithm that utilised segmentation and weighing.

Chapter 5 consists of a presentation of the results obtained from the proposed technique. It also

compares the results taken directly from literature and the results obtained from experimentation.

These results are discussed in depth to so as to provide their contextual significance.

Chapter 6 concludes and summarises this dissertation. It offers a brief overview of what was done,

the key results obtained, the significance of the results obtained, the contribution of the author and

suggestions are presented for future works.
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CHAPTER 2 LITERATURE STUDY

2.1 CHAPTER OVERVIEW

In Section 2.2 an overview of how a facial recognition system functions is presented. The three different

stages of the system are introduced concisely. In Section 2.3 looks at the history of face recognition, the

early remnants of any semblance of a face recognition system, its inception, the different stages it went

through from man-machine to a fully automated approach. Section 2.4 discusses image pre-processing

in depth, it presents two different techniques that are used in the pre-processing techniques, mainly

greyscale conversion and histogram equilisation. Section 2.5 presents different techniques that are

used for feature extraction. These techniques are good at selecting useful features that can be used for

recognition purposes. These techniques include Gabor wavelet transform, speeded-up robust features,

hidden Markov models and Hough transforms. In Section 2.6 different techniques that directly aid in

feature classification are presented. These techniques include neural networks, support vector machines

and nearest neighbour techniques.

2.2 OVERVIEW OF THE FACE RECOGNITION SYSTEM

The problem of face recognition has been extensively studied throughout the past three decades. Human

beings recognise faces quite easily on a daily basis. This process has become automatic for human

beings, as it has been debated that humans start recognising faces as a tender age of nine months.

Humans automatically can classify a face by the main features of the face namely; the eye region

and nose region. Machines, on the other hand, have a difficult time recognising faces as compared to

humans. A face recognition system that can automatically detect faces has mainly three stages. Figure

2.1 shows what a typical face recognition scheme is like.

Figure 2.1. A typical face recognition scheme showing the four key stages.
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2.2.1 Image pre-processing

This entails normalising an image by removing any unwanted distortions that may hinder the recognition

process, enhancing an image’s intensity or contrast in order to improve accuracy. Several techniques

exist that improves the image quality in the pre-processing phase, such as face detection and cropping,

histogram equalisation, wavelet transforms, colour normalisation, image de-noising and filtering [18],

[21].

2.2.2 Feature extraction

The most vital stage for any face recognition system is the feature extraction stage. This stage extracts

and selects the most useful features to be used for discrimination and discards those that are perceived to

be of little or no value since some features contribute negatively during the classification stage [22], [23].

Feature extraction also plays a large part in reducing the dimensionality of the input data, in this case

the input data is a query image, fed into the extraction algorithm by transforming the input data into a

feature set or feature vector [24], [25]. Thus, extracting the right features and discarding unnecessary

features is of paramount importance. There are various methods that have been used to do feature

extraction on images containing faces under partial occlusion. These methods include Discrete Cosine

Transform (DCT), Garbor Wavelet Transform (GWT), Hough Transform (HT), Speeded Up Robust

Features (SURF), Scale Invariant Feature Transform (SIFT), Local Binary Pattern (LBP) and Elastic

Bunch Graph Matching (EBGM), Principal Component Analysis (PCA), Linear Discriminant Analysis

(LDA) [26], [27].

PCA, also referred to as the eigenface method for face recognition, is a statistical method that

reduces the dimensionality of data by calculating a set of orthogonal vectors from the training

samples [28]. It linearly transforms the original image space into an orthogonal eigenspace with

reduced dimensionality [29]. A query image can be approximated using a weighed combination of the

eigenfaces [28].

LDA, on the other hand, linearly transforms the input data by seeking to maximise the between class

scatter and minimising the within class scatter [30]. This is done so as to make the images in one class

cluster in the smallest region possible and maximising the distance between the means of different

classes when projected into a lower subspace [30].

The EBGM algorithm represents input images of human faces as graphs, nodes and edges

labelled with distance vectors. These nodes consist of Gabor wavelet coefficients which encode the

grey value distribution of an image [31]. The edges encode the geometry of the given face. A graph is

chosen such that it maximises the graph similarity function.
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LBP feature extraction was implemented and the corresponding output feature vectors were

compared. LBP is a texture based face recognition algorithm, wherein it is capable of efficiently

describing both the shape and texture of images in digital format [26].

2.2.3 Feature classification

Face recognition has come a long way since the early 1980’s when it was semi-automatic. A human

had to mark the key points on an image so that a machine could calculate the distances between

those points. Once the distances were computed the machine would simply select a corresponding

picture which closely matched the query image. Selecting the closest image was an earliest form of

classification. Formally speaking, classification is a technique in statistics and machine learning where

a computer program is fed input data, and the program learns from the data and uses the data to classify

new and unlearned observations. The input data can vary from being bi-class or multi-class [32].

Bi-class data is data that only consist of two distinct classes of observations (identifying whether

it is raining or if it is sunny). Multi-class data is data which has more than two distinct classes of

data. When applied to face recognition, these classes can be different people. Classification plays a

major role in recognition problems such as handwriting, speech, ear, palm print, fingerprint and face

recognition [32], [33]. Feature classification can also be used for face verification. This is a scenario of

trying to match a query image to a single training image rather than an entire training database that

may contain more than 1000 unique images. There are several feature classification techniques such as,

support vector machines (SVM), naive Bayes classifier, logistic regression, neural network, decision

trees, random forests, chi square, and nearest neighbour classifier [22], [23], [34], [35]. SVMs are a

statistical model that projects input data into a higher dimensional space and computes an optimal

hyperplane that is capable of discriminating multi-class data [36].

2.3 BRIEF HISTORY ON FACE RECOGNITION

During the mid 1960’s Wilson Woodrow Bledsoe developed a machine that could recognise faces with

efficiency greater than what humans are capable of. This led to the development of what was known as

a "man-machine" face recognition system where a human [37]. In order to recognise faces, a picture

would be taken of a human face align it with a pre-defined template and add coordinates to the face.

The coordinates were manually added in order to mark the position of the centre of the pupils, the

inside and outside corners of the eyes, the tip of the nose, the middle of the lips, the edges of the lips,

and the widows peak [37].

The coordinates that were marked were entered into a machine. The machine would calculate twenty

distances such as the width of the mouth and eyes, the length of the nose and the distance between the

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

9



CHAPTER 2 LITERATURE STUDY

left eye and the centre of the mouth. These were known to be the discriminating features between two

different individuals. The machine was able to calculate these distances at a rate of 10 pictures every

15 minutes. When faced with a query image the coordinates of the key points were entered into the

machine and the machine would output the closest match to the entered coordinates, in essence that

is how it was able to recognise faces. The machine lacked the robustness to different conditions, in

Bledsoe’s own words:

"This recognition problem is made difficult by the great variability in head rotation, tilt, lighting

intensity, light angle, facial expression, ageing, etc. Some other attempts at face recognition by

machine have allowed for little or no variability in these quantities. Yet the method of correlation (or

pattern matching) of unprocessed optical data, which is often used by some researchers, is certain

to fail in cases where the variability is great. In particular, the correlation is very low between two

pictures of the same person with two different head rotations."

Instead of using 40 or more coordinates to input into the machine experiments were done in order

to ascertain which features discriminates the most between different individuals. The experiments

used a pool of 10 jurors (5 males, 5 females) who selected the features they thought provided the most

variability among 256 test pictures. Statistical modelling was then done to reduce the bias of the jurors

in selecting the features. In the end, a total of 21 specific subjective markers which included but not

limited to hair colour, the thickness of lips, the shape of the head, the width of the eyes to input into

the machine for recognition [38], [39]. There were some improvements in the accuracy and speed of

face recognition however the process was still semi-automatic [38]. Ultimately, this method was just

as slow and semi-automatic as they relied on a human operator to first mark the features and then input

them into a machine.

In the late 1980’s the goal of recognition using purely mathematics was accomplished [40]. A machine

would just have to be presented with a cropped picture of a human face. Since a picture of say 100 by

100 pixels would contain 10 000 pixels that needed to be evaluated, using linear algebra, specifically

principal component analysis (PCA), in a quest to reduce the dimensionality from a subspace of 10 000

into a subspace of less that 50. This reduction in dimensionality meant the time taken for recognition

vastly improved. This reduction in dimensionality became known as the Eigenface approach. The

Eigenface approach used eignevectors derived from a covariance matrix of a probability distribution.

They were selected in such a way that the eignevectors with the most variance produced the greatest

discrimination among the test subjects [40]. The chosen eigenvectors also known as eignefaces formed

the basis of the features used in both the testing and training stage. A linear combination of these some

N eigenvectors when reconstructed would yield the closest match in the training set [40].
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The method of using purely mathematics to solve the recognition problem was expanded into using the

eigenface approach to reduce the dimensionality of an image as well. In so doing, it proposed a new

method that was able to automatically detect the human face, crop it and then feed it as input into the

recognition system [28]. The test image was projected onto a low-dimension feature space that has

eigenvectors with the most variations [28]. This was the first time that the process of face recognition

achieved full automation and it was near-real time.

In order to increase accuracy, the mathematical approach and the eigenface approach was expanded by

adding 2 additional steps that increased the recognition accuracy [41]. Linear discriminant analysis

(LDA) was used to compute the covariance matrix that was used in projecting the face from a higher

dimension to a lower sub space of features. During the projection step they used Fisher’s liner

discriminant (FLD) in order to increase the between class scatter and minimise the within class scatter

of any set of images [41]. In order to have more separation when the classes were projected into a

lower dimension all the images pertaining to any distinct subject were purposely marked as belonging

to that subject. This enable the algorithm to then apply FLD [41].

Hidden Markov models were extensively studied for the recognition process [42–44]. An approach

that automatically extracts the key identifying features of an image and uses them to recognise a test

subject was put forward [42]. In the model proposed an input image was divided into N horizontal

overlapping strips, on each strip a sliding window would generate a spatial sequence that will in turn

be used in the training of the HMM [42]. The HMM would partition the spatial sequence into a feature

state [42–44]. This model has primarily 2 matrices, the transition state matrix denoted by A and the

output probability matrix denoted by B. Once the HMM was trained both matrix A and B would

represent different features of the original image. The occurrences of different transitions on the entire

face and thickness of the feature are populated in matrix A. Matrix B represents the simple probability

of remaining in the same state.The combination of these 2 matrices provides strong discrimination

between different test subjects.

Local binary patterns histograms were also used for recognition [45]. This is a texture descriptor method

that classifies texture and finds the occurrence of LBP codes in an image, these codes are then collected

into a histogram. These histograms are obtained from different images that contain information about

facial micro patterns which include the location of eyes, the edges of a face, the location of the nose

and mouth and the flat areas of the face that enable full representation of the facial features [45].

Classification is achieved by computing similarities between the different histograms.

A convolutional neural network (CNN) consists of multiple layers; the input layer, the pooling layer,

the convolutional layer, the non-linearity layer, the fully connected layer and the output layer [46], [47].
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The input layer is simply the image that needs to be recognised. The hidden layer consists of multiple

layers that each have neurons that are activated when given an input. Each neuron receives input and

has an individual weight associated with it [46]. The convolutional layer and non-linearity layer does

computations and then outputs the response to the output layer whether the input image has been

recognised or not.

2.4 IMAGE PRE-PROCESSING STAGE

The accuracy and reliability of any face recognition system can be affected by a number of factors

which include; inconsistent and drastic light intensity, non-neutral facial expression, pose variations,

degree of tilt of the head and occlusions (glasses, hat, mouth cover etc). The biometric system was

designed with the intention of it functioning rapidly when detecting and recognising a person. To meet

this speed objective there is a need to speed up that process by removing any systematic differences

that affect different images. Image pre-processing then comes into play so that it improves the data

embedded in an image and enhance the features needed by the detection, feature extraction and

recognition stages.

2.4.1 Terminology

2.4.1.1 Defining a Colour Image

All colour images are some variation of the red, green, blue (RGB) model. This model defines all the

colours as combinations of three primary colours namely red, green and blue. Each pixel in any image

has three channels which combine to constitute the single colour of that specific pixel. All pixels in an

image can be represented as an RGB triplet [R,G,B] of which all the colours are integers that range

from 0 to 255 of that specific colour, 0 being absolute black and 255 being absolute white.

Table 2.1. RGB Triplet Representation

Colour RGB

White [255, 255, 255]

Black [0, 0, 0]

Red [255, 0, 0]

Green [0, 55, 0]

Blue [0, 0, 255]

Yellow [255, 255, 0]

Magenta [255, 0, 255]

Cyan [0, 255, 255]
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2.4.1.2 Defining a Greyscale image

A greyscale image is an image that has only one intensity value per pixel as compared to three for a

colour image. This intensity value of the pixel ranges from 0 to 255, 255 being white and 0 being

absolute black and the rang 1 to 254 is just 254 shades of grey. A black and white image only contains

2 colours black and white, thus it can be represented by just 1 bit; either 0 or 1.

2.4.2 Greyscale Conversion

Using greyscale images as compared to using RGB images has the advantage of speeding up processing

time 3-fold. This is because RGB images are described by 3 intensity values for any pixel. On the

other hand, a greyscale image is only described by 1 intensity value per pixel. This can be seen

as compressing the data contained in a RGB image. This information loss is insignificant to the

detection and recognition phase as a recognition method can easily recognise a face in greyscale format.

Although there exist various methods to convert from RGB to greyscale for example, simply averaging

all 3 pixels and making them 1 value:

Gray = (Red + Green + Blue) / 3. (2.1)

However, this method doesn’t take into account the intensity the primary colours contribute to a

greyscale image. So to convert to greyscale a method which takes into account the luminance of the

colour image was used. This luminances simply describes how our human eyes sensitive to the entire

wavelength of visible light modelled according to the ITU-R Recommendation BT.709 standard [48] .

This method uses the following formula to convert an image from RGB spacial representation into

greyscale representation yielded Figure 2.2 [49]:

Grey = ( Red · 0.299 + Green · 0.587 + Blue · 0.114) / 3. (2.2)
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(a) RGB image (b) Greyscale image

Figure 2.2. Converting an RGB image to a greyscale image..

2.4.3 Histogram Equalisation

The biometric system is required to function in conditions with varying light intensity. Thus taking

images when there are major variations in light intensity means that some images would have a lower

contrast between their pixels and other images would have a higher contrast between their pixels. This

in turn would affect the efficiency of the biometric system. Histogram equilisation was utilised to

counteract the effect of differing contrast from one image to another. The distribution of the greyscale

pixels in images in the databases was non-uniform. Therefore, histogram equilisation was used to

normallise the image by using a non-linear monotonic mapping to change the values of the pixel

intensity so that the distribution of the entire pixels becomes uniform [50]. This had the consequence

of making the pixel with the lowest intensity pitch black (that means it was assigned 0 on the RGB

model) and conversely the pixel with the highest intensity was made white (that means it was assigned

255 on the RGB model). Hence all pixel areas with low contrast were made into high contrast [50].

Say there is a 50 x 50 greyscale image defined by the vector xi, this means any pixel in that image is

defined as xi, j where j ranges from 1, .., 50. All the pixels in the image are discrete integers where each

pixel is an element of xi, j ∈ [0,255]. Therefore, it follows that when the probability of pixel xi, j has a

probability of c, the Probability Distribution Function (PDF) of the entire image is given by:

p(c) =
1
N

N

∑
j=1

P(xi, j = c) . (2.3)
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For a specific grey level c, the image’s histogram was nomalised to be an element of ∈ [0,1]. In turn,

the cumulative distribution function (CDF) was calculated from the image’s PDF using:

CDF(c) =
c

∑
d=0

p(d). (2.4)

Figure 2.3 shows the effect how histogram equilisation improved the contrast of two images. As can

be noted in Figure 2.4, the output histograms are almost uniform in nature. However, the resulting

CDF is linear. This linearity means that both images have been successfully equilised. The aim is to

equally represent all grey levels in any image indiscriminately. To achieve this a liner transformation

was applied according to (2.5):

h(i) = round
(

CDF(c)− CDFmin
N − CDFmin

× (L−1)
)
,

(2.5)

where, CDFmin was the minimum grey level intensity in any given image. CDFmax was the maximum

grey level intensity in any given image and L was the number of grey level taken on by the pixels, 256.

Equation (2.5) ensured that all images were normalised and their grey level started from 0 and ended

at 255. All images for detection and recognition purposes underwent histogram equilisation.
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(a) Subject 1 before equilisation (b) Subject 1 after equilisation

(c) Subject 2 before equilisation (d) Subject 2 after equilisation

Figure 2.3. Histogram equilisation effect on images.

Figure 2.3 shows how low contrast images were converted to high contrast images through histogram

equilisation. It can be seen that the original images lacked contrast.
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(a) Subject 1 original histogram and CDF (b) Subject 1 normalised histogram and CDF

(c) Subject 2 original histogram and CDF (d) Subject 2 normalised histogram and CDF

Figure 2.4. CDF and Histograms before and after equilisation.

Figure 2.4 (a) shows that the majority of the pixels from subject 1 were in the 0-90 and 230-250 region

which meant the image lacked contrast. Likewise Figure 2.4 (c) the majority of subject 2’s pixels were

in the 50-120 range which also meant the image had less contrast. Figure 2.4 (b) and (d) show that the

pixels were distributed almost evenly throughout the entire 0 to 255 greyscale range. Figure 2.3 shows

the effect how histogram equilisation improved the contrast of two images. As can be noted in Figure

2.4, the output histograms are not uniform in nature, however the resulting CDF is relatively linear.

This linearity means that both images have been successfully equilised. The aim is to equally represent

all grey levels in any image indiscriminately.
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Figure 2.5. Flow diagram for histogram equilisation algorithm

Figure 2.5 shows the flow for the histogram equilisation. The algorithm ran was computationally

inexpensive thus it ran in real time. It did not affect the speed of detection and recognition.

2.5 FEATURE EXTRACTION STAGE

2.5.1 Linear Discriminant Analysis

LDA is also known as Fisherfaces as well as "traditional" LDA. The recognition model utilises

the Fisherfaces algorithm to extract features, train the model and finally classify the query image.

Fisherfaces algorithm is a pattern classification approach which minimises the effects of varying light

intensity, poses and different facial expressions [51]. LDA in face recognition is usually done in 10

steps. Fisherfaces ulitises LDA which main aim is to reduce the dimensionality of the training class

to a lower dimension while at the same time conserving all the discriminatory information that best

separates different classes from each other [51]. LDA selects some features or discriminants that do

the best job of separating the facial images into different classes in the feature space. This feature

space is the low dimensional space.

The aim is to minimise the variations within a specific class whilst maximising the variations

between classes. This means that when images belonging to a single class are projected to the

discriminant space they cluster together with minimum separation, while the separation between

classes is maximised.

2.5.1.1 Variants of LDA

A. Direct Linear Discriminant Analysis (DLDA)
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DLDA takes the linear space of all class means in any given testing and training set, as the final

solution to the traditional LDA. In traditional LDA, the covariance matrix is constructed from the

maximisation of Fisher’s criterion, in the case of DLDA this covariance matrix does not play a role

in the computation of the solution [52]. The critical idea is that for any given LDA algorithm, when

calculating the between class scatter Sb of the classes, the directions on which sb form a null space are

futile in finding the solution. Thus discarding this null space of Sb reduces the dimensionality of the

initial higher dimension by a full rank, from n ·n to C−1 Where n ·n are the total number of pixels

in all the pictures in the training set and C is the total number of classes in the training set [52]. The

simultaneous diagonalization step is then performed where by the denominator is minimised while the

numerator is whitened [52], [53]. As a result, the null space of the within class scatter Sw is untouched.

Similarly the rest of the steps of traditional LDA were performed.

B. Direct Weighed Linear Discriminant Analysis (DW-LDA)

A method that could combine the benefits of DLDA and WLDA was proposed in order to increase

the accuracy of the algorithms [54]. In order to harness the the power of both DLDA and WLDA

certain assumptions on both algorithms were made in order to make computation much faster. The first

assumption they made was that all the means of the different classes were distinct thus no two classes

had the exact same mean. The second assumption was that the inverse of the within class scatter,

S−1
w existed and was real [54]. Similarly the rest of the steps of traditional LDA were performed and

consequently achieved an accuracy of 95% [55].

C. Modular Linear Discriminant Analysis (MLDA)

Earlier research had shown that expressions, occlusions or any decoration on the face plays a crucial

role in the accuracy of any system [56], [57]. Thus [54] proposed a framework whereby the image

containing a face is divided into modular sub-regions. The framework that was developed utilised a

system of observers arranged in a parallel formation as in Fig 2.6.
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Figure 2.6. Framework of observers [54].

Each observer is used to supervise and perform the training phase of a single sub-region of a face. The

combination of all these observers is known as a framework. The output from the entire framework is

simply summed to provide the final output classification [54].

Figure 2.7. Modular face image regions used by the four observers [58]

Figure 2.7 shows an example of how an image may be divided into 4 different sub-regions that would

be fed into the MLDA framework. This framework provides robustness to occlusions and is invariant

to facial expressions [59]. This is because some of the observers would be trained on sub-regions of

the face without any occlusions and decorations.
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2.5.2 Hidden Markov Models

A HMM is a statistical model which is utilised in the characterisation of statistical properties if

a signal [60]. HMMs consists of two distinct processes, the first one being an underlying and

unobservable Markov chain and the second one being probability density functions (PDFs). The

Markov chain consists of a restricted number of states, a transition state matrix, an initial probability

state matrix [42], [43], [60]. All the states have an associated PDF. Before HMM were used in face

recognition they were predominantly used in speech recognition because of their one-dimensional

feature extraction nature. In order for them to be adapted to recognition of faces from 2 dimensional

images, the images can be modelled as a one-dimensional continuous strip [60]. Since the features of a

face, taking the top-down approach, start with the forehead, then eyes, nose, mouth, and finally the

chin that meant all these features could be assigned a state in a one-dimensional HMM.

2.5.2.1 Variants of HMM

A. HMM using two-dimensional Discrete Cosine Transform (2D-DCT)

This method differs from the traditional HMM feature extraction in the sense that it does not take

direct pixel values for its observation vector since pixel values do not perfectly represent the facial

features, are susceptible to change in illumination and occlusions and are very sensitive to any noise in

the image [60], [61]. Thus to counter this problem, the sliding window that captures the blocks, is slid

throughout the photo in a zig-zag fashion. At each and every sub window, the 2D-DCT is calculated

and only the first few DCT coefficients are stored and the rest are discarded. These coefficients made

up the observation vector. This method yielded 99.5% recognition accuracy for when using 9 images

for training purposes [61].

B. Two-Dimensional Hidden Markov Models (2DHMM)

Images are two-dimensional in nature, thus extracting features using a one-dimensional HMM leads to

loss of information that could be used for classification purposes [62]. The paper employed a variety of

pre-processing techniques in order to normalise the input face image: cropping face region, cropping

face area, scaling the image which results in the distance between the inner corners of the eyes being

120 pixels [62]. For the feature extracted Wavelet Transform was used because it can approximate

high-scale components and low-frequency components of a signal. Low pass and high pass filtering

was done in order to segment the face into distinct sub images [62]. In the column direction, the sub

images were decomposed into the low-pass (L) and high pass (H) frequency bands both these bands

were subsequently decomposed along the vertical, diagonal and horizontal axis to become LL, LH, HL

and HH [62]. This enable a 2D Markov chains to be formed.
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C. Hybrid of a 2DHMM with an artificial neural network

A back propagation neural network (BPNN) can be used to reduce the dimensionality of an image

by extracting facial feature components that were key in determining the identity of a person. These

components were modelled as coefficients of a BPNN [63]. The 2DHMM was composed of 5 states

representing the forehead, eyes, nose, mouth and chin. The coefficients were used to train the 2DHMM.

This hybrid model had a recognition rate of 100% [63]. The database used for training and testing

purposes was the Olivetti Research Laboratory (ORL) database. The database consisted of frontal face

images having variable illumination, poses, gender and occlusions.

2.5.3 Discrete Cosine Transform

Discrete Cosine Transform (DCT) is a method that converts any given signal into its basic elementary

components and is mostly unitised when there is a need for image compression [64]. DCT achieves

image compression by using 2 important steps. It first quantizes the images DCT coefficients and

secondly does entropy coding on the extracted DCT coefficients. Quantization reduces the number of

possible values of any given quantity consequently reduces the amount of bits required to represent

it. In facial recognition this is dimensionality reduction. DCT can be used in both a holistic and

local appearance-based methods. When DCT is used in local appearance based method the image is

segmented into blocks of equal area and it is applied to these areas separately, the local features which

are extracted are then combined on the feature and decision level. The DCT coefficients obtained from

each individual block are then concatenated to make up a feature vector containing the discrimination

information for classification [64]. Since the image is segmented into blocks of equal area, decision

fusion is done on each block and these results are combined to make the final classification. After DCT

is applied to the blocks, it pushes lower frequencies towards the upper left corner of each block and

information is extracted by using a zig-zag scan on the blocks.

2.5.4 Garbor Wavelet Transform

Garbor wavelet transform (GWT) are transforms also used in facial feature extraction. GWT analyses

images with optimal frequency and spatial resolution. These wavelets are modelled after the response

of cells in the mammalian visual cortex and they extract local features for face recognition [65]. The

wavelets are defined by the following Gaussian function [66]:

ψ j(~x) =
k2

j

σ2 exp

(
−

k2
j x

2

2σ2

)[
exp( j~k j~x)− exp

(
−σ2

2

)]
. (2.6)

In order to make the wavelets robust to illumination changes the exp(−σ2

2 ) term is subtracted. Images

can be represented by using the GWT which in turn allows them to be described in terms of spatial
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structures and spatial frequencies. When the image is convolved using 40 Gabor filters, with spatial

frequency v = 0,1,2,3,4, and different orientations the amplitude and frequency is captured. This is

used to generate the Gabor filters. Figure 2.8 shows the family of the 40 Gabor wavelets. For feature

extraction, the features are extracted at points that contain high information content for example; the

eyes, nose, lips, dimples. The features are extracted when a window, W0, of a certain area and selecting

the maximum value pixel according to (2.7) and (2.8) [66]:

R j(x0,y0) = max
(x,y)∈W0

(R j(x,y)), (2.7)

R j(x0,y0)>
1

N1N2

N1

∑
x=1

N2

∑
y=1

R j(x,y), j = 1, . . . ,40, (2.8)

where, R j is the response of any given image to the jth Gabor filter, N1 and N2 are the length and the

width of the given image, the centre of W0 is at (x0,y0).

An accuracy of 95.25% was achieved on the Purdue database which had faces with partial occlusion

[66].

Figure 2.8. Family of 40 Gabor wavelets (From [65]).

2.5.5 Speeded Up Robust Features (SURF)

A hybrid of 2 feature extraction techniques namely speeded up robust features (SURF) and PCA to

establish local descriptors [13]. For feature classification they applied K-means algorithm on the

clustering of the local descriptors and the global similarities and local similarities are combined in

order to classify the images.
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The interest point descriptor finds the regions of interest in any given facial image. The descriptor uses

an approximate of the Hessian matrix, and the determinant of this matrix represents the blob response

at that certain location in an image [13]. An interest point is found when the blob response is a local

maximum at that scale and location in an image.

To find the SURF descriptors a square region of the blob response is extracted and orientated in the

dominant direction and the region is split up into 4 smaller sub regions. The features at the interest

point are found by summing the Haar wavelet response in that region. In the end the SURF descriptor

vector has 128 elements. Since it is a hybrid technique PCA is applied to the SURF feature vector in

order to reduce complexity with regards to dimensionality and also improve computational efficiency.

When PCA is applied to the feature vector it then estimates the projection matrix which is in turn

used to compute the new feature space of the hybrid method of SURF and PCA combined [13]. The

repeated projecting of the matrix serves a crucial purpose of discarding distortions in the feature vector

and preserves interest points.

2.6 FEATURE CLASSIFICATION STAGE

2.6.1 Neural Networks

An artificial neural network (ANN) is one type of a classification technique that is used in various

applications in order to predict unknown data. ANNs have nodes that span an artificial network

of neurons. Any ANN is composed of three separate kinds of nodes namely, input nodes, hidden

nodess and output nodes. Figure 2.9 shows the structure of a single neuron, in this case highlighted in

green.

Figure 2.9. Structure of a single neuron.

In the case of Figure 2.9, x1,x2,x3...xn represents the inputs that go into the neuron. The inputs vary

from being actual observations to some values outputted by one hidden layer neuron to another hidden
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layer neuron. The weights of a ANN, denoted by w1,w2,w3, ...wn, represent the strength of connection

between two neurons. For example if the weight between node 3 and 4 is high it means node 3 has a

greater influence on node 4. The output of a neuron is given by:

y = f · (
m

∑
i=1

wi · xi). (2.9)

Figure 2.10. Artificial neural network structure

Figure 2.10 shows the typical structure of an ANN with 3 layers. A neural network can have as

many layers as are conceivable. The drawback of having many hidden layers is that the complexity

of developing them and the run time exponentially increases. For any given NN the input data is a

numeric expression, also known as activation values. The higher the numeric expression the higher

the activation of that neuron. This information is then passed through the rest of the NN from node to

node up to the output layer. During the passing of information, this information changes the weights,

transfer functions, excitation and inhibition of the network. When each node receives data it’s weights

changes accordingly, and utilises the transfer function to modify the data. The result is then summed

and passed through the rest of the hidden layers until the output node is reached or a stopping condition

is reached.

2.6.1.1 Variants of Neural Networks

A. Feed Forward Neural Networks

A FFNN is a neural network that consists of the three basic layers, namely input layer, hidden layers

and the output layer. Information can only travel in 1 direction in a FFNN. Each neuron’s calculations

are based on the weighed sum of its input supplied to it. Figure 2.11 shows the basic structure of a
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FFNN. The calculated sum of one layer becomes the input to the next layer. This process continues

until the output layer is reached and a decision is made.

Figure 2.11. Feed forward neural network structure

FFNNs have been used in a hybrid structure where a different method is used for feature extraction

and the FFNN is used for feature classification and recognition [67], [68], [69]. Singular value

decomposition (SVD) is a statistical model used to reduce dimensionality of input data. It was

used to extract features of a human face and then a FFNN was used to do feature classification

[67]. Feature based extraction entails using specific features of a face for face recognition while

appearance based uses the entire face for recognition purposes [68]. Another hybrid for face recognition

was combining feature based and appearance based feature extraction methods to achieve a higher

recognition rate. Global information was represented by concatenating the pixel intensities of an image.

Local information was obtained by the entropy of the overlapping blocks [68].

PCA is another statistical model often used for feature extraction [69]. It performs the task of reducing

the input data from a high dimension to a lower dimension. It achieves this by converting a set of

correlated data into uncorrelated data in a lower subspace [55], [69]. The largest principal component

onto which data is projected provides the largest variance of the input data and the second orthogonal

principal component represent the second largest. The output feature vector was then used as input

into a FFNN.

2.6.1.2 Convolutional Neural Networks

A convolutional neural network (CNN) is a neural network that consists of a convolutional layer, a

pooling layer, a fully connected layer and then finally the output layer. The convolutional layer also

known as the kernel layer is responsible for reducing the dimensionality of input data. This reduction

of dimensionality also extracts the low level features of a face for example, the edges, gradient, colour
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and orientation [70]. CNNs also contain numerous convolutional layers to extract high level features

like the eye region, nose and mouth features. In the case of an image, say with width and height w,

h respectively, a square kernel of dimensions n ·n where n is sufficiently smaller than both w and h

strides the entirety of the image with some set striding value. This kernel would be summing the pixel

values in those regions according to some pre-set function.

The following matrix shows a 3 by 3 kernel filter that does matrix multiplication over that potion of

the image which the kernel is hovering. The filter can be set to move vertically or horizontally over

the entire image, typically it moves left to right until the all of the face image has been completely

traversed. 
1 0 1

0 1 0

1 0 1

 (2.10)

The next layer in a CNN is the pooling layer. In order to reduce the computational power required

to extract features in any given image, the pooling layer reduces the spatial size of the convolved

features.

Figure 2.12. 3x3 max pooling and average pooling

Figure 2.12 shows the two types of pooling: max pooling and average pooling. As the name suggests

max pooling only takes the highest value in that region while average pooling averages all the values

in that region. Max pooling also acts as a noise suppressant as it discards activations that are noisy.

After the convolutional layers and pooling layers there is the fully connected (FC) layer. The FC layer

holds all the information necessary for classification as it is the feature vector for the input image. It

can be fed into other NNs as input for classification.
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CNNs have been used in a variety of manners from hybrid approaches on still images to trunk-branch

ensemble CNN in video-based face recognition [47], [71–73]. The underlying principle used in

conditional convolutional neural networks (c-CNNs) is that different people have different facial

features. Thus when input images of different people are fed into a CNN, there are different activations

on the same neuron [72]. Traditional CNNs have a fixed width kernel for striding an input picture,

adopted a c-CNN approach where the kernels were dynamically activated for different conditions [72].

Consequently, the route in which the kernels were activated were specific in nature to any given face

image and they revealed the distribution of underlying modalities [72]. This approach optimised the

number of kernels used with any given image. This increased its efficiency by not activating useless

kernels in any given sub-window when striding.

Multiple hybrid approaches have been put forward when dealing with CNNs, one such approach is the

stacked principal component analysis CNN (SPCA-Net) [73]. SPCANet differs from the traditional

CNN in the calculation of the kernel in the convolutional layer. This kernel is found by employing PCA

to learn the kernel instead of using the gradient descent method [73]. Instead of using the traditional

Sigmoid function and the rectified linear unit (ReLU) in the non-linear layer, a Heaviside function

was employed which resulted in binary outputs. The binary outputs are summed with their respective

weighed bits [73].

A trunk based ensemble CNN (TBE-CNN) is a neural network that was adapted for video files [47].

This method was applied to video files that contained faces. Artificial blur was applied to videos to

simulate real world conditions in which the video taken by a surveillance camera was of poor quality.

TBE-CNN is a method which has 1 major truck network and several branches, the major trunk was

responsible for learning the holistic face representation while the branches were responsible for learning

surrounding patches of the face images where blur was artificially simulated. To speed up computations

the middle and lower convolutional layers were shared between the trunk and branches while the high

level convolutional layers were optimised independently [47]. The output from these layers were

concatenated in order to form a comprehensive face representation. A mean distance regularised triplet

loss (MDRTL) function was used to train the TBE-CNN since labelled information is fed into the NN

this function took full advantage of that [47]. It was tested on COX Face video database and YouTube

Faces databases and it achieved an accuracy of 95.86% and 96.66% respectively [47].

2.6.2 Support Vector Machines

A support vector machine (SVM)is a classification technique that is derived from statistical learning

theory [74]. They are superior to other binary feature classification techniques as they can solve

non-linear problems with high accuracy. SVMs began as a binary classification method that could only

discriminate between two classes [36]. The two classes were only the face class and the non-face class.
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They were later adapted to fit multi-class problems which suited face recognition with more than two

classes [75], [76].

2.6.3 Decision Trees

Decision trees go a step further as compared to regression models [77]. They make use of the tree

structure when classifying input data. This tree structure is successively built by splitting the input

data into fewer and fewer entries [77]. When the entire structure has been developed, it contains leaf

nodes and decision nodes. A leaf node indicates a classification decision. A decision node has at least

two branches stemming from it. These branches indicate separate decisions. The root node is the

best predictor for any given input data as it contains all the relevant branches needed to classify any

numerical or categorical data [78].

2.6.4 Random Forests

Random forests, also known as random decision trees, they use a technique called ensemble learning

when classifying data and doing regression. They differ from the classical random forest in that during

the training phase of the algorithm they construct multiple decision trees rather than only a single

tree [79], [80]. They output the mean prediction of all the individual trees that were constructed.

Random forests are an improvement over decision trees as they do not over fit to the training set.

2.6.5 Naive Bayes Classifier

This classifier is largely based on the Bayes’ theorem which assumes linear independence between

predictors in a system [81]. The naive classifier makes the logical assumption that the presence of

one feature in input data is completely unrelated to the presence of another feature. Whether these

two features are related the model makes the assumption of independence, thereby ensuring that each

feature contributes independently to the probability [81].

2.6.6 Logistic Regression

Logistic regression is another statistical classifier that analyses input data where there are one or more

independent variables that have the ability to detect the outcome of the decision [81]. The outcome is

strictly measured with a binary output variable, this variable is only capable of denoting one or the

other, and the output cannot be both. The aim of logistic regression is to find a model that fits best the

dependent variable to the independent variables [81]. The dependent variable is the outcome variable

while the independent variable is the predictor.

2.6.7 Nearest Neighbour

The nearest neighbour algorithm, commonly known as the k-Nearest Neighbour (k-NN) is a supervised

learning algorithm. It takes labelled input data split into distinct classes and uses this data to learn new
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unknown data [82]. In order to classify a point it assesses the closest k neighbours to that point, and it

subsequently classifies that point into a class that is the majority of the closest neighbours [82]

2.7 CONCLUDING REMARKS

In this chapter, a comprehensive literature review of facial recognition techniques, which include

pre-processing, feature extraction and feature classification, was presented. The history of face

recognition is both complex and long. The early stages of face recognition can be traced back to

Ronald Fisher who presented how to classify different flowers. In these early stages, little was known

of actually recognising faces. Fisher used a statistical method, which was later known as Fisher’s linear

discriminant, to accomplish this discrimination.

This chapter also looked at the theory that underpinned different algorithms used for the three key

stages of a face recognition system: pre-processing, feature extraction, feature classification and

recognition. The pre-processing stage entails removing any noise from images, light variations and

consequently normalising images. This is done so as to make recognition uniform and not have noise

play a major role in the extraction and classification step. The techniques in image pre-processing, that

were looked at, include turning all images to greyscale, histogram equilisation and down-sampling

images to a lower resolution so as to speed up processing.

This chapter also looked at what the feature extraction and classifications stages were from a theoretical

standpoint. It looked at the different algorithms used to accomplish the goals of feature extraction and

classification. For feature extraction, several methods were looked at namely: hidden Markov models,

LDA, DCT and Hough transforms. Feature classification techniques that were presented ranged from

neural networks, random forests, decision trees, naive Bayes classifiers and decision trees.
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3.1 CHAPTER OVERVIEW

The preceding chapter looked at the theoretical side of the three stages a complete face recognition

system and some of the algorithms used to accomplish such a goal. In this chapter an in depth review

and technical analysis was performed on some of the algorithms that were compared against the

proposed weighing and segmenting technique. In Section 3.2 discrete cosine transform is presented as

one of four methods that were implemented in order to do comparisons against the proposed technique.

In Section 3.3 independent cosine transform is presented. This method decomposes a source signal

into a linear combination of unknown variables. In Section 3.4 non-negative matrix factorisation is

presented. This method factorises an input image matrix into two separate output matrices used for

face recognition. In Section 3.5 sparse representation-based classification is presented. This method

represents data as a linear combination of the input elements. Input elements are commonly referred

to as atoms that make up a dictionary of atoms. These four methods were implemented so as to

control all variables and have the same exact conditions on the databases, computational platform

and the pre-processing techniques. This allows there to be a uniform comparisons between all the

methods.

3.2 DISCRETE COSINE TRANSFORM

Discrete cosine transform (DCT) is a mathematical model that explicitly transforms a finite sequence

of input data into a finite sequence of cosine functions that oscillate at various frequencies [83], [84].

These frequencies are discretely separated and are thus not continuous. It was first put forward in

1974 as a technique for data compression in images. Using cosines rather that sines to approximate

an input signal is a crucial form of compression as fewer cosines are required as compared to sine

functions [18]. Since then it has become extremely popular as several versions of it have been put

forward [83], [85]:
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The DCT-I-E

X(k) =

√
2
N

α(k)
N

∑
n=0

α(n)x(n)cos
knπ

N
,

k = 0,1, · · · ,N,

(3.1)

where, α(k) is found by using:

α(k) =

 1√
2

: k = 0

1 : k 6= 0,

α(n) =


√

1
2 : n = 0

1 : n 6= 0.

The DCT-II-E

X(k) =
N−1

∑
n=0

α(n)x(n)cos
(2k+1)nπ

2N
,

k = 0,1, · · · ,N−1,

(3.2)

where, α(n) is found by using:

α(n) =


√

1
N : n = 0√
2
N : n 6= 0.

The DCT-III-E is also known as the inverse-DCT. If applied to the output of a DCT transform, it can

recover the original data, depending on the number of cosine components used [83].

X(k) = α(k)
N−1

∑
n=0

x(n)cos
k(2n+1)π

2N
,

k = 0,1, · · · ,N−1,

(3.3)

where, α(k) is found by using:

α(k) =


√

1
N : k = 0√
2
N : k 6= 0.

The DCT-IV-E

X(k) =

√
2
N

N−1

∑
n=0

x(n) cos
(2k+1)(2n+1)π

2N
,

k = 0,1, · · · ,N−1.

(3.4)

All of the above DCTs are one-dimensional in nature, this dissertation implemented the

two-dimensional DCT.
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DCT is fast, accurate and robust face recognition system. The robustness of this system to illumination

changes, is increased by employing a normalisation technique. In order to maximise compression, DCT

mimics the information packing of the Karhunen-Loeve transform (KLT). DCT is obtained by optimally

transforming the input data according to a specific function [84]. On one hand the KLT transform is

data-dependant while the DCT is not, thus in certain practical scenarios DCT is much more feasible.

It is much more feasible when DCT is used for signal representation due to its information packing

ability and computational complexity, this can be attributed to its data independence [84]. When DCT

is applied onto an image it separates it into different spectral sub regions of differing importance. Very

few coefficients are needed to recover the original image since most of the remaining coefficients lead

to redundancy in representing the image [86] [84]. The low frequency coefficients correspond to those

with the highest magnitude. These high frequency components relate to illumination variations and the

forehead and cheeks region due to their smoothness. The medium frequency coefficients are mostly

related to the general shape and structure of a face.They can be found in the medium region of the face.

Lastly the highest frequency components correspond to those with the lowest magnitude and they can

be found in the lower region of the DCT matrix.

Figure 3.1. DCT coefficient Matrix showing the three regions.

Figure 3.1 shows the general regions of the DCT coefficient matrix. It shows where the frequency

components are located. The performance of the DCT is mostly affected by any sort of changes made

to the region where low frequency components are found.

3.2.1 Implementation

The DCT implemented can be summed up using 3 sections with various sub-steps. Algorithm 1

summarises the steps that were taken to implement it. The full explanation of what took place follows

it.
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Algorithm 1 DCT implementation

1: procedure D C T )
2: Load all images into matrix
3: Convert all images to grayscale
4: Perform histogram equilisation on all images
5: for Xi=1 to N do
6: Normalise image Xi . individual image
7: Initialise matrix to zeros
8: Perform block two-dimensional DCT on 8 x 8 blocks
9: Scale DCT coefficients by the maximum value
10: Select 1 to 64 coefficients for quantisation
11: Perform quantisation on the coefficients
12: Do zigzag scanning to produce the one-dimensional matrix
13: Encode the Matrix
14: Discard the high frequency coefficients (compression)
15: Save resulting compressed coefficients as the feature vector.
16: for Xi=1 to N do
17: Implement nearest neighbour classifier
18: Evaluate performance metrics (accuracy and error rates)
19: Plot metrics

3.2.1.1 Normalisation

The first step is to load all the images in the database used into the two-dimensional vectors. This was

easily achieved by using numpy functions using Python, that meant the images were characterised

by:

I(x,y) = (x1,y1),(x2,y2), ...(xN ,yM), (3.5)

where (x1,y1) represents the pixel value at that particular location. M & N were the dimensions of the

pictures used. The AR face database and Yale faces databases were used for all experiments, these

databases are discussed in Chapter 4 [87], [88], [89]. The matrix where the DCT coefficients would be

held was initialised to zeros, naturally the matrix would have the dimensions M & N of the database

images.

The next step was to initialise the empty matrix to zeros:
0 0 · · · 0

0 0 · · · 0
...

...
. . .

...

0 0 · · · 0



Department of Electrical, Electronic and Computer Engineering
University of Pretoria

34



CHAPTER 3 PAST AND PRESENT METHODS

Illumination plays a major role in face recognition. The low frequency components produced by

DCT are affected by illumination, thus there is a need for normalisation. In this case, illumination

normalisation was done according to the Hummel’s histogram modification technique [90]. This

was done by choosing a pre-set histogram and then applying a gray scale transformation that would

make the input histogram resemble the pre-set one. The images in the databases used were captured

over various days and the images contained variations in illumination. The normalisation value was

obtained as follows:

Normalization Value =
Average va1ue of registered image

Average value of test image
(3.6)

This value was multiplied to each and every pixel in the test image resulting in an image with a relative

intensity to that of the registered images.

3.2.1.2 Obtaining the DCT Coefficients

The image was divided into 8 x 8 pixel blocks, and the DCT was applied to each individual block at each

iteration. The next step was to perform a block DCT for a given image on 8 x 8 blocks. Two-dimensional

DCT was implemented according to Eq. 3.7. Two-dimensional DCT was implemented instead of the

one-dimensional because its faster to compute. One-dimensional DCT would have to be applied onto

the image twice, once row-wise and then column-wise [91]. This in turn sped up the computational

time.

F(u,v) =

√
2
N

√
2
M

N−1

∑
i=0

A(i) · cos
(

u(2i+1)π
2N

)
·

M−1

∑
j=0

A( j) · cos
(

v(2 j+1)π
2M

)
· f (i, j), (3.7)

A(i) =

 1√
2

: for u = 0

1 : otherwise,
(3.8)

A( j) =

 1√
2

: for u = 0

1 : otherwise,
(3.9)

where, f (i, j) is the intensity of the pixel at (i, j), F(i, j) is the DCT coefficient for the pixel (i, j), and

M x N are the dimensions of the input image. The images in the AR database were cropped resulting

in an image of 120 x 165 pixels. This meant that the number of calculated coefficients were 19800.

The original dimensions of images in the Yale faces database was 340 x 243 pixels. This database was

scaled to 160 x 120 pixels for uniformity sake and for faster computational time. When DCT was

applied to it also resulted in the same number of coefficients as the former database. Compression is

achieved since much of the signal energy lies at the lower frequencies and the higher frequencies are
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often very small that they can be neglected. Due to the DCTs compression nature only 64 coefficients

were taken while matching while the rest were discarded. This is the quantisation step.

3.2.1.3 Zigzag Scanning

The purpose of this step is to order the matrix such that low frequency coefficients accumulate at the

top of the matrix while high accumulate at the bottom of the matrix. For each and every 8 x 8 block

zigzag scanning was performed. The resulting zigzag was a one-dimensional matrix of size 1 x 64

since a block of 8 x 8 was used.

Figure 3.2. Zigzag scanning.

As such the resulting one-dimensional matrix was the feature vector extracted by DCT. This is then

what was stored as the feature vector for the images.

3.2.1.4 Euclidean distance measure and recognition

The Euclidean distance measure was used as the classification technique, once the feature vector was

extracted. Mathematically speaking it is the straight line distance between two points in a Euclidean

space [92]. The resulting norm is called Euclidean norm also known as L2 Norm [93]. This Euclidean

measure can be defined for many dimension, with one-dimensional one described as [92] [93]:

√
(q− p)2 = |q− p|, (3.10)
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with p and q as two points on a real line and their distance given by Eq. 3.10.Since the feature vector

contained multiple coefficients that were extracted from any given image one-dimensional Euclidean

distance measure was not sufficient. Multi-dimensional Euclidean distance measure was used as

described by [92] [93]:

d(p,q) =
√

(p1−q1)2 +(p2−q2)2 + . . .+(pi−qi)2 + . . .+(pn−qn)2, (3.11)

d(p,q) =

√
n

∑
i=1

(pi−qi)2, (3.12)

where, d is the distance from a query image to a particular training image, n was the number of

dimensions in the feature vector, p was the feature vector of the query image from the test set, and q

was the feature vector of a particular image in the training set. For recognition purposes the shortest

distance, d was taken as the distance that corresponded to the image that closely resembled the query

image. Thus that subject was regarded as the closest match.

3.3 INDEPENDENT COMPONENT ANALYSIS

Independent component analysis (ICA) aims to minimise any dependencies in both the second order

and higher order inputs. It was born out of the blind source separation (BSS) problem in which a

recorded signal is decomposed into a linear combination of unknown variables [94–96]. If s is the

vector of unknown source signals s1,s2, ...,sn, x the vector of observed mixtures x1,x2, ...,xm and A

the unknown mixing matrix [97]. In this case A is an m x n matrix matrix. Features are represented by

the columns of A whilst the coefficients of the "ith" feature in the observed data vector x is represented

by si. This mixing model can be represented as:

x = As. (3.13)

In order to visualise Eq. 3.13 consider A as a 2 by 2 matrix, (note in this dissertation, the dimensions

of A depended on the number of pixels and number of total images that were used). Bear in mind that,

initially A is unknown. x1

x2

=

5 7

3 12

s1

s2

=⇒

{
x1 = 5s1 +7s2

x2 = 3s1 +13s2.
(3.14)

ICA makes a key assumption that all input signals are statistically independent and that A is an

invertible mixing matrix. The aim of ICA algorithms is to find a A such that:

u = Wx = WAs. (3.15)
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This model can be represented by Figure 3.3.

Figure 3.3. The BSS model [97].

3.3.1 Architectures

3.3.1.1 Architecture I

Several researchers have proposed that since architecture I generates spatially localised features when

ICA is applied it produce statistically independent basis vectors [97–100]. This leads to better facial

action recognition on images with local distortions or partial occlusions due to the influence of small

parts of the image on the features.

Figure 3.4. Architecture I.

3.3.1.2 Architecture II

Image features in the ICA space can be interpreted as the basis vectors that define any underlying

subspace. In architecture II each and every pixel influences the image features there this architecture

produces global features [98]. However beacuse of its global nature this architecture is susceptible

to distortions and partial occlusions. Regardless of this, it has been shown that architecture II

produces better object recognition because of its holistic nature [98], [101]. When this architecture is

applied instead of producing spatially independent basis vectors it produces statistically independent

compressed images [94].
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Figure 3.5. Architecture II.

3.3.2 Implementation

There are four algorithms that can be used in order to compute the ICA namely; second order blind

identification (SOBI), FastICA also known as Hyvarinen’s fixed point algorithm, Infomax and joint

approximation diagonalisation of eigenmatrices (JADE) [94], [101–103]. SOBI utilities second-order

statistics to decompose the time-correlation of input signals, it mainly computes the whitening, lagged

correlation matrices and finally the joint distribution [101]. FastICA utilises the kurtosis for estimating

the independent components [103]. The Infomax algorithm is a neural learning method that maximises

the entropy and presents a natural gradient [104]. The JADE algorithm also computes the joint

distribution and performs whitening but it only does this on n
2(n+1) eigen matrices. Architecture II

was adopted and a variant of the ICA algorithm called FastICA was implemented.

3.3.2.1 Pre-processing for ICA

A. Centrering

The ICA algorithm was simplified by centrering the data matrix x. this was accomplished by subtracting

the mean given by:

µ = E(x). (3.16)

This step essentially turns s into a matrix with zero-mean data. When the mixing matrix was

approximated, the average vector of s and its centred estimations were added together. The average

vector was found by:

s = A−1
µ. (3.17)

B. Whitening
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When data is referred to as white it means that data’s components are completely unrelated to each

other [105]. Whitening data was another crucial pre-processing step that was adopted. This was done

so as to make the data matrix x have unity variance. The complexity of the problem at hand was

reduced by applying the standard whitening procedure on the data matrix, x. This procedure also

reduces the dimensionality of the data. The aim of linearly transforming the data is to find components

with unity variance, obtained by the following expression:

E =
{

x ·xT}= I. (3.18)

In simple terms, the new vector x’s covariance was equal to the identity matrix, I. Eigen-value

decomposition was performed on the covariance matrix as follows:

E =
{

x ·xT}= VDVT , (3.19)

where, V is the orthogonal matrix of eigenvectors of (3.19), and D is the eignevalues obtained from

the diagonal matrix. These values were simply found by using a numpy function to return only the

diagonal values as a matrix D.

Inorder to end up with Eq. 3.18 whitening was done by:

x = VD−0.5VT x. (3.20)

The mixing matrix A is therefore transformed from having n2 parameters into the orthogonal matrix A

having only n(n−1)
2 . this was accomplished by:

x = (VD−0.5VT )x,

x = (VD−0.5VT )As,

x = As.

(3.21)

Eq. 3.21 was performed by using the Python numpy library for matrix multiplication. Centrering

plus whitening combined is popularly known as sphering and this had the effect of removing the

second-order statistics of the data [102]. The variance was equal to 1 and the covariance and mean

were 0.

3.3.3 FastICA

• wi: The variable represented the column vector of the unmixing matrix W.
• w+

i : was used as temporary variable used in the calculation of wi.
• E(. . . ) is the mean of the respective data. It is also known as the expected value.
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Algorithm 2 FastICA procedure

1: procedure FA S T I C A ( X , N )
2: for 1 to N do
3: Initialise the weight vector w randomly
4: Get the sub index wi

5: w+
i = E(φ

′
(wT

i X))wi−E(xφ(wT
i X))

6: wi =
w+

i
||w+

i ||
7: if i equal to 1 then
8: goto step 4
9: else
10: continue
11: w+

i = wi−∑
i−1
j=1 wT

i w jw j

12: wi =
w+

i
||w+

i ||
13: if not converged then
14: goto step 5
15: else
16: if all components extracted then
17: END
18: else
19: i = i+1
20: goto Step 4
21: output W← [w1,w2, . . . ,wN ]
22: output S← [WT X]

• φ
′
(. . . ) is the derivative of φ (. . . )

The stopping condition was made so that once a given wi had converged the next wi+1 was made

orthogonal to the last one according to step 11 and 12 in algorithm 1.

The images were arranged in such a way that each row of the matrix X was a different image. In

order to accurately depict architecture II X is transposed so that images were represented as column

vectors according to X = XT . Pixels were the random variables and the images were the observations

or trials [102]. Intuitively speaking, random pixels a and b when moving across one image are

statistically independent since knowing pixel a has no bearing on knowing pixel b. Source separation

was performed on each and every pixel. An image was represented by the rows of the learned matrix

W. While A = W−1 contained the basis images.

Figure 3.6 shows three randomly extracted basis images from the recovered A vector. Each individual

image was represented as a column in A.

During the training phase of FastICA two databases were used for both testing and training purposes.

The databases were split into a 0.7 : 0.3 ratio between training and testing sets. These training images
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Figure 3.6. Three randomly selected basis images.

were the input to the subspace projection and eventually formed the set of basis vectors. Similarly, the

testing images were projected to the same subspace using the techniques outlined in this section, and

the nearest neighbour method was implemented to find the closest match.

3.4 NON-NEGATIVE MATRIX FACTORISATION

Non-negative matrix factorisation (NMF) is a novel machine learning technique that is part of the

unsupervised learning category. It has a wide range of uses such as signal processing, text recognition,

face recognition and topic modelling [106]. Strictly speaking NMF is where an input matrix is

factorised into two separate output matrices [107–110]. The output matrices are constrained so that

all their elements are non-negative. NMF is quite easy to grasp but the very concept of factorisation

is rather difficult owing to the fact that the initial conditions of the output matrices are difficult to

’guess’.

Let a single image be denoted by I(x,y), x× y being the rows and columns that hold the pixel

images.

I(x,y) =


x1y1 x1y2 . . . x1ym

x2y1 x2y2
...

...
...

. . .
...

xny1 xny2 . . . xnym

 (3.22)

Initially the image is flattened so that it is a one-dimensional matrix with one column and n×m rows.

Classes are represented as C:

C = {C1,C2,C3, . . . ,Cg}, (3.23)

where g is the number of classes. Each and every class was limited to a certain number of image. The
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Yale faces database [89] had ten images per class while the AR database [87] was limited to 20 images

per class and finally 15 subjects from the ORL database were used [88]. The number of images in a

class is denoted by z.

NMF aims to factorise a matrix X such that:

Xpn ≈ (W ·H)p·n =
r

∑
a=1

Wp·rHr·n = X̂. (3.24)

X̂ is the approximation of the original matrix. Since there is no 100% guarantee that by simply guessing

the coefficients of both matrix W and H would lead to an original reconstruction of X approximation

is the best alternative in this situation [111], [112].

Depending on the number of classes in any given database, all the images are concatenated to make

the X matrix with n×m = p rows and g× z = n columns.

Figure 3.7. Matrix visualisation.

Each column in the image database X, contain the non-negative pixels that makes up an image which

are regarded as the dimensions. The number of rows are the total number of images in the database,

they can be regarded as the n-dimensional data points in a linear subspace [107]. X+ being the

approximation of the original dataset. Each column of the matrix W ∈ Rp×r such that each column is

W(; ,k) = wk.The columns of H, represents the horizontal and vertical position of X(; , j) in the basis

W symbolised by H(; , j) = h j [113].

The matrices W and H can be found iteratively, this is done by multiplying the current value of the

approximation by some factor that leads to an improvement and consequently convergence to some

final value. this final value converges to the corresponding value in the original dataset. This is

accomplished by minimising ||X−WH||2. In order to approximate 3.24 the quality of approximation

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

43



CHAPTER 3 PAST AND PRESENT METHODS

has to be quantified according to some cost function [114]. The distance between two non-negative

matrices A and B can be found by multiple equations. The first one being the simple Euclidean distance

measure between A and B:

||X−WH||2 = ∑
i j
(Xi j− (WH)i j)

2, (3.25)

where the lower bound is equal to 0 subject to A = B.

The second measure is a divergence based on the Kullback-Liebler divegence [114]:

D(V ||WH) = ∑
i j

(
Xi j× log

Xi j

(WH)i j
−Xi j +(WH)i j

)
. (3.26)

3.4.1 Gabor Kernel

A Gabor filter is a linear filter used in image processing for texture analysis. It analyses whether in any

given local patch of an image, there are frequencies that are oriented in a specific direction [115], [116].

These orientations and frequencies are similar to what is perceived by the human visual cortex [117].

A Gabor filter is defined by a function that takes seven parameters as input [107], [118]:

g((x,y),λ ,θ ,ψ,σ ,γ) = exp(−x
′2 + γ2y

′2

2σ2 ) · exp(i · (2π
x
′

λ
+ψ). (3.27)

The real part can be found by [118]:

g((x,y),λ ,θ ,ψ,σ ,γ) = exp(−x
′2 + γ2y

′2

2σ2 ) · cos((2π
x
′

λ
+ψ). (3.28)

The imaginary part can be found by [118]:

g((x,y),λ ,θ ,ψ,σ ,γ) = exp(−x
′2 + γ2y

′2

2σ2 ) · sin((2π
x
′

λ
+ψ). (3.29)

where, (x,y) is the input image. Lambda, λ , is the wavelength of the sinusoidal factor that governs

how thick the Gabor function is. If it is increased so does the minor radius of the eliptical function.

Theta, θ , represents the normal’s orientation to the Gabor function’s stripes. Assigning 0◦ corresponds

to a vertical position of the function. Psi, ψ , is the phase offset. Sigma, σ , is the standard deviation

of the Gaussian envelope. When it is increased this allows more stripes to be present. Whilst when

decreased, the envelope tightens reducing the number of stripes. Gamma, γ , is the spatial aspect ratio

that controls the height of the function, when γ is very small the height is large, for high values of γ

the height becomes quite small.

The approximations x
′
and y

′
can be found by [107]:
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x
′
= x Cosθ + y Sinθ , (3.30)

y
′
=−x Cosθ + y Sinθ . (3.31)

In this dissertation a Gabor kernel at five scales was used, and at eight different orientations. The rest

of the parameters were:

ψ = 0, (3.32)

σ =
λ

2
, (3.33)

γ = 1, (3.34)

λ = [1,2,3,4,5], (3.35)

θ = [0◦,45◦,90◦,135◦,135◦,180◦,225◦,270◦,315◦]. (3.36)

Using the above methodology Fig 3.8 shows the first ten Gabor filters that were used in convolving the

input image and the filters.

Figure 3.8. The first 10 filters.

Gabor kernels are good feature detectors. They are capable of detecting features such as texture and

edges. They are sensitive to edges that have specific orientations at specific locations because of the

way they model input data and their intrinsic shape [119], [120].
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3.4.2 Implementation

The Gabor kernel was a matrix that contained 40 individual Gabor filters. The 40 filters were obtained

by varying and θ according to the following constraints:

λ = [1,2,3,4,5], (3.37)

θ = [0◦,45◦,90◦,135◦,135◦,180◦,225◦,270◦,315◦]. (3.38)

Figure 3.9 shows the results of convolving an image with two different Gabor filters. Several papers

have cited that using 40 Gabor kernels resulted in the best results [116–118], thus this dissertation also

adopted the same standard. All the images in the database were convolved with the Gabor kernels

resulting in images similar to that in Figure 3.9. These images were then the input to the NMF

algorithm.

Figure 3.9. Results from convolving subject 1 from ORL database with Gabor filters of different σ

and π .

Figure 3.9 shows the original image, followed by an image convolved by a Gabor kernel with σ = 3

and θ = π/4 . The last image was the result of a Gabor kernel with σ = 3 and θ = 3π/4.

Algorithm 3 was used to extract features of any given image by convolving different Gabor filters to find

feature vectors of different people. This feature vector became the input of the NMF algorithm.
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Algorithm 3 Gabor feature extraction
1: procedure G F E
2: Construct empty Fvector . Database feature vector
3: for i=1 to Nimg do . total number of images
4: for i=1 to fn do . frequencies in λ

5: for j=1 to On do . orientations in θ

6: Construct Gabor filter g((x,y),λ j,θi,ψ,σ ,γ)
7: Convolve Ii with the Gabor filter g((x,y),λ j,θi,ψ,σ ,γ)

8: end
9: end
10: Append feature vector, fi, of person i to Fvector.
11: end
12: Store entire database of extracted features Fvector.
13: output← Fvector

The next step was to take the output of the convolved images flatten them into one-dimensional arrays

and then concatenating these arrays to make two-dimensional database matrix, this matrix became the

X matrix.

The important step in NMF is to approximate the matrices W and H known as the weight matrix

and feature matrix. When these two matrices are multiplied together, using the dot product rule, its

tantamount to finding the sum of the latent features by the weights of each basis image in the original

matrix [107]. This is an NP-hard problem that can be solved in multiple ways such as [107], [112],

[114];

• Multiplicative update

• Alternating Least squares

• Graph Regularised NMF

• Probabilistic NMF

• Kernel NMF

In this dissertation the multiplicative update was used, this technique aims to minimise the error

between the approximated dot product of W·H and the original data X. To calculate the error the

Frobeus norm was utilised at it is efficient in finding errors between martrices [121]. Once the error has

been found the gradient can be found so that the direction in which to go in order to minimise errors

can be calculated. Ideally, this should be done until the error becomes 0, nut in real-world scenarios

this would be highly time complex thus a certain threshold has to be set.
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Algorithm 4 Multiplicative Update

1: procedure M U P
2: Randomly initialise W and H with small random numbers
3: for i=1 to Smax do . Smax is maximum step size
4: for j=0 to Xrow do . rows of X
5: for k=0 Xcol do . columns of X
6: if X jk > 0 then
7: Compute error of element.
8: Compute gradient of error.
9: Update W and H
10: end for
11: Compute total error
12: if e < ε then . Threshold error, ε , was set at 2−8

13: break
14: end for
15: output←W and HT . approximated W and H

The values of W and H were found iteratively using Algorithm 4. There are a few needed calculations

that are essential to find the right W and H. The predicted basis image and weight (dot product of W·

H ) was found using:

x̂i j = wT
i h j =

r

∑
r=1

wirhr j. (3.39)

The squared error (Step 7 of Algorithm 4) was computed using:

e2
i j =

(
xi j− x̂i j

)2
=
(

xi j−
r

∑
r=1

wirhr j

)
. (3.40)

To find the gradient (Step 8 of Algorithm 4) the differential of each element was found by:

∂

∂wir
e2

i j =−2(xi j− x̂i j)hr j =−2ei jhr j, (3.41)

∂

∂hir
e2

i j =−2(xi j− x̂i j)wr j =−2ei jhir. (3.42)

In order to avoid skipping over the correct elements of W and H a learning rate was introduced so as

to avoid overshooting from the correct values. The values of W and H were updated using the learning

rate, α . Step 9 of Algorithm 4 was accomplished by:

w
′
ir = wir +α

∂

∂wir
e2

i j = wir +2αei jhr j, (3.43)

h
′
ir = hir +α

∂

∂hir
e2

i j = hir +2αei jwr j. (3.44)
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Convergence was reached once the sum of all the errors tallied to ε which was set at 2−8 or the maximum

number of iterations had been reached, whichever one came first. The maximum number of iterations

was set at 1000. Since the error decreases the slowest when the calculated values were approximating

the values of X, it is essential to cap the maximum number of iterations. The convergence criterion

was found by when the errors reached a certain threshold obtained by:

ε =
p

∑
i=1

n

∑
j=1

[Xi j ∗ log(W · H)i j− (W · H)i j]. (3.45)

Note: The approximation of the original data is denoted by X̂.

When convergence had been reached it meant that the approximation of the original data X in Eq. 3.24

had been found. The process of finding X̂ is the training step for NMF. The matrix Mtrain was created

and contained the approximation X̂. Testing was performed on three databases.

A split of 0.7:0.3 was used between training and testing samples. The same procedure used to find

Mtrain was repeated in order to find the feature matrix, Mtest of the testing sample. In order to do

recognition matrix Mtrain and Mtest were compared using the Frobenius norm [121]. Euclidean distance

was not used as it pertains to one-dimensional data and is only an L1-norm. Frobenius norm is used for

two-dimensional feature vectors, sometimes called L2-norm. It was done using:

||A||F ≡
√

m

∑
i=1

n

∑
i= j
|ai j|2, (3.46)

which was extended to two matrices, let matrix A represent Mtrain and matrix B represent Mtest therefore

the similarity measure was calculated using:

d2(A,B) =

√
m

∑
i=1

n

∑
i= j

(
ai j−bi j

)2
. (3.47)

This gave the measure of the distance between the two matrices. The matrix with the shortest distance

was chosen as the most similar one and thus recognition was achieved. This was done to all training

images and the results are captured in Chapter 5, where they are compared to the proposed image

segmentation and weighing technique.

3.5 SPARSE REPRESENTATION-BASED CLASSIFICATION

Sparse representation-based classification (SRC) is a machine learning technique that’s used to obtain

a sparce representation of input data. This data is represented as a linear combination of the input

elements [122–124]. Input elements are commonly referred to as atoms that make up a dictionary of

atoms. PCA projects data into a lower subspace and looks for a direction that maximises variance

between orthogonal planes. On the other hand, SRC atoms are not constrained by the orthogonality
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principle [122], [125]. This therefore means that input data need not be reduced in dimensionality. In

fact, input data can be projected to a higher dimensional subspace. This seems counter-intuitive at first,

but because of the sparse nature of the projected data, the resulting clusters of any given class would

be far enough apart to perform efficient classification [122], [126], [127].

SRC has been successfully different fields such as signal recovery, image processing and compressed

sensing. In the latter case SRC has been used to recover the original signal with minimal linear

measurements provided that the data projected into a higher dimension was sparse enough [122].

Wavelet transform can be applied if the projected data does not meet the sparsity criterion. In signal

processing there is a need to infer the original dictionary using as minimal components as possible.

The underlying principle is that the original dictionary has to be recovered from the input data,

regardless of the fact that it may be corrupt. Being corrupt also means that the input images contain

noise, occlusions, varying illumination, that lead to degraded performance due to loss of original

discriminatory information. Fourier and Wavelet transforms were used to code and learn the predefined

dictionary that was trained to fit the input data [51]. This has the advantage of increasing the sparsity

of the projected data leading to this method being used in compression, denoising, decompression,

audio and video processing [124], [127].

Say the input dataset, Y, is a set of N original training samples which belong to N classes, the aim is to

find a dictionary ,D, and a unique representation ,α̂ , in such away that ||Y−Dα||2F is minimised under

the sparsity constraint of ri [122], [128].

Y = [y1,y2,y3, . . . ,yk], yi ∈ Rd , (3.48)

D ∈ Rd×n : D = [d1,d2,d3, . . . ,dn], (3.49)

α̂ = [α1,α2,α3, . . . ,αn], αi ∈ Rn. (3.50)

Consequently, this becomes an optimisation problem [122]:

argmin
K

∑
i=1
||yi−Dαi||22 + λ ||αi||0, (3.51)

where the dictionary is defined as follows:

C ≡
{

D ∈ Rd×n : ||di||2 ≤ 1 Ai = 1,2,3, . . . ,n
}
, λ > 0. (3.52)

The dictionary D can either be under complete or over complete. Under completeness is denoted

when the condition n < d is satisfied and over completeness when n > d is satisfied. PCA, FLD, and

SVM [28], [51], [129], are based on the former assumption while SRC is based on the latter assumption.
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The former assumption represents input data in a lower dimensional subspace which require that data

be orthogonal.

3.5.1 Algorithms to find the sparse coding

Sparse approximation, sometimes popularly known as sparse coding, is the procedure of finding

optimal sparse coding, α̂ given a certain dictionary of atoms, D. There exist a number of algorithms

that are used to find this approximation.

3.5.1.1 Method of optimal direction

The method of optimal direction (MOD) aims to solve the minimisation problem when given a limited

number of non-zero elements of a representation vector [20]:

min
{
||Y−Dα||2F} subject to Ai||αi||0 ≤ T, (3.53)

where F indicates the Frobenius norm. This method iterates between updating the dictionary and

matching pursuit which are accomplished by computing the analytical solution [20]. D is then

normalised after each and every update to fit the constraints of the sparse coding. Since MOD takes

very few iterations to converge it is rather efficient.

3.5.1.2 K-Singular value decomposition

K-Singular value decomposition (KSVD) is a method that updates the elements of the dictionary one

by one by performing SVD [130]. It has an absolute upper bound on the number of elements that

are used to encode the input data yi. In this case the upper bound is T0. This algorithm first fixes D

and find the approximation of α̂ , once complete it used the following formula to iteratively find the

elements of D [130]:

||Y−Dα||2F =

∣∣∣∣∣Y− K

∑
i=1

diα
T
i

∣∣∣∣∣
2

F

= ||Ek−dkα
k
T ||2F . (3.54)

3.5.1.3 Stochastic gradient method descent

This method iteratively does stochastic gradient descent when updating the dictionary and projects it

on the constraint set C [131]. This process is described by:

Di = projC

{
Di−1 − δiAD ∑

i∈S
||yi−Dαi||22 + λ ||αi||1

}
, (3.55)

where S is a random subset of {1,2, . . . ,K} and δi is a gradient descent [131].

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

51



CHAPTER 3 PAST AND PRESENT METHODS

3.5.1.4 Online dictionary learning LASSO

In this approach the optimisation problem becomes [130]:

min
{
||αi||1

}
subject to ||Y−Dα||2F < ε. (3.56)

The estimated values of ri are found by minimising the least squared error ε when reconstructing the

LASSO.

3.5.2 Implementation

It has been extensively shown that the human face when represented as an image cast under various

conditions such as; occlusions, light variations, extreme pose, and different emotions lie in a very low

dimensional space. The SRC approach takes advantage of this fact by sparse-coding all query images

while utilising an over complete dictionary that contains training samples [122], [130]. If the samples

of the i-th person, Ai, are sufficiently enough, they can be represented as:

Ai = [vi,1,vi,2,vi,3, . . . ,vi,n] ∈ Rm×n. (3.57)

This SRC approach makes the assertion that, a query input sample was represented by y ends up

constructing a subspace that is linear. So for this example any query image that belonged to class i

was effectively represented as a linear combination of samples from that i class. The input sample was

represented as:

y = αi,1vi,1,αi,2vi,2,αi,2vi,3, . . . ,αi,nvi,n. (3.58)

Algorithm 5 details a high level implementation of the SRC approach. Since the input data is a

two-dimensional matrix that contains rows and columns of vector, the first step was to normalise these

vectors so that they have unit `2-norm. This is a common pre-processing technique in machine learning.

Vectors are normalised before they are passed on to the next stage of a machine learning algorithm

such as SRC and support vector machines (SVM). `2-norm refers to the act of applying normalisation

to a vector so that it can have unit length across its rows [128]. In this case, `2-norm was applied to the

rows of D:

µ =
1
m

m

∑
i=1

n

∑
j=1

di j, (3.59)

σ
2 =

1
m

m

∑
i=1

n

∑
j=1

(
di j−µ

)2
, (3.60)

d̂i j =
di j−µ√

σ2
, (3.61)

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

52



CHAPTER 3 PAST AND PRESENT METHODS

where i j refer to the element denoted by position i and j. x̂ becomes the new normalised value. Eq.

3.59 Eq. 3.61 show how step 4 in Algorithm 5 was accomplished.

Algorithm 5 Sparse representation based classification

1: procedure S R C(D,y)
2: Input: D = [d1,d2,d3, . . . ,dn] ∈ Rm×n . Training samples
3: Input: y . Test sample
4: Normalise rows of D so they have unit `2-norm
5: Solve minimisation problem so as to code y over d
6: Solve the `1-minimisation problem using OMP:
7:

min||y−Dα||2 + λ ||α||1 (3.62)
8: Compute residuals
9: for i = 1 to K do . limited to K-ranks
10: e( j)i = ||y−Diαi||2
11: Ei = UGVT . apply K-SVD
12: Update di using U:,1 . How the dictionary is updated
13: Update α:,1 using V:,1×G1,1 . How the sparse codes are updated

14: end for
15: identity(y) = argmini{ei}
16: output← identity(y)

The difficult step was projecting y over D so as to solve the minimisation problem. This problem was

solved using the orthogonal matching pursuit (OMP) algorithm [132], [133]. The least square problem

was solved using vector manipulations and systems of equations to find an estimate of the original

signal. This estimate was found by solving y = D · α̂ and inverting D [132]. In this instance, D was

not a square matrix and its inversion was found by using:

D̂ =
(

DT ·D
)−1
·DT . (3.63)

The solution of the original equation,y = D ·α , was then computed using:

α̂ =
(

DT ·D
)−1
·DT ·y. (3.64)

This was accomplished using matrix inversion and multiplication [132]. K-SVD algorithm for

Dictionary learning differs from the traditional SVD in the sense that it enforces the K-means algorithm.

This limits the number of elements required to approximate an entry in the dictionary, D.

Applying the K-SVD to Ei yielded tree decomposed matrices which were used to update elements

in the dictionary, D, and the sparse representation vector, α̂ . K-SVD updates the elements of the

dictionary one by one by performing SVD [130]. The minimisation problem is reduced to solving
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Figure 3.10. Testing and training phase block diagram for the sparse representation-based
classification..

||Ek−dkαk
T ||2F as represented in Eq. 3.65 [122].

||Y−Dα̂||2F =

∣∣∣∣∣Y− K

∑
i=1

diα
T
i

∣∣∣∣∣
2

F

= ||Ek−dkα
T
k ||2F , (3.65)

where αi represents the i-th row of α̂ , and dk is the k-th row of D [134]. In order to find the solution

to dk, ek was decomposed into UGVT using K-SVD. The first column of U, denoted by U:,1, was the

solution of dk and the first column of V:,1×G1,1 represented the coefficient vector, αk [134].

Initially, the correct class was not known and a dictionary was constructed according to: D =

[D1,D2, . . . ,Dc] = [v1,1,v1,2, . . . ,vc,n] ∈ Rm×N , where N is the total number of training samples [122].

The query input image is thus represented as a linear combination of all training images:

y = D · x0 x0 = [0, . . . ,αi,1,αi,2, . . . ,αi,6, . . . ,αi,n,0,0, . . . ,0]T . (3.66)

The vector x0 refers to all the coefficients which are zero except for those that belong to the correct

class i. So once all the coefficients, α0( j), that belong to the j-th class are extracted the approximated

reconstructed image can be represented as y( j) = D ·α0( j). The reconstructed error was approximated

using e( j) = ||y−y( j)|| [126]. For all classes which are j ≤ i the reconstruction error was large while

the reconstruction error from the correct class was the lowest. Recognition was achieved by finding

the lowest reconstruction error:

identity(y) = argmin{ei}. (3.67)
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3.6 CONCLUDING REMARKS

This chapter presented a thorough technical analysis of different methods that were used to compare

against the proposed weighing and segmentation technique. This chapter provided the implementation

of the following algorithms: discrete cosine transform, independent component analysis, non-negative

matrix factorisation and sparse representation-based classification. It was of paramount importance

to implement these methods so as to make the comparison between these methods and the proposed

technique have any significant meaning. This meant that the all conditions including pre-processing

techniques, computer efficiency, hardware, databases, illumination variations, occlusions and poses

were exactly the same. The results obtained from the implementation of these algorithms are presented

in Chapter 5 along with the results obtained from the proposed weighing and segmentation technique.

This makes the presentation seamless.
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CHAPTER 4 PROPOSED WEIGHING AND

SEGMENTATION TECHNIQUE

4.1 CHAPTER OVERVIEW

This chapter presents the complete methodology used to obtain the results of the proposed weighing

and segmentation technique for this dissertation. In Section 4.2 the theoretical and technical side

of the algorithm is explained so as to fully understand its workings. It focuses on the techniques

used to improve a recognition system. The segmentation technique is also presented and the models

used to train the algorithms are also explained and presented. These models are subsequently used

in experiments to gauge the performance of the technique. The new weighing technique is presented

and explained as well. The segmentation and weighing approaches are combined to make a hybrid

technique that improves recognition metrics. In Section 4.3 the three databases that are used to

obtain results are presented. These databases include AR database, ORL database and Yale Faces

database. These databases contain images with differences in pose, illumination, emotion and partial

occlusions.

4.2 WEIGHED AND SEGMENTED LINEAR DISCRIMINANT ANALYSIS

Linear Discriminant Analysis (LDA) utilises Fisherfaces algorithm to extract features, train the model

and finally classify the query image. Fisherfaces algorithm is a pattern classification approach which

minimises the effects of varying light intensity, poses and different facial expressions [51]. The

recognition model worked with only greyscale images. Using greyscale images as compared to using

RGB images has the advantage of speeding up processing time 3-fold. This is because RGB images are

described by 3 intensity values for any pixel. On the other hand, a greyscale image is only described by

1 intensity value per pixel. This can be seen as compressing the data contained in RGB images. This

information loss is insignificant to the detection and recognition phase as they can easily recognise a

face in greyscale format. An image is defined as:

x(n1,n2). (4.1)
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where n1 and n2 are the amount of pixels in the x and y directions. Since each image is an n1 by n2

matrix it can be expressed as a flattened vector containing one row of pixels. The vector’s length is

given by:

N = n1 x n2. (4.2)

4.2.1 Image segmentation

LDA is widely used as a feature extraction technique in facial recognition. There have been several

attempts to speed up and increase the accuracy of LDA. Some research has gone into improving the

accuracy metrics. Traditional LDA extracts features holistically and treats an image as a singular whole

feature vector. There have been attempts to divide the face into modules and consider the influence of

different regions of the face [135]. The two-dimensional LDA (2DLDA) does not decompose the image

into a column vector, it treats the image as a 2D matrix of features. This 2D matrix is used to construct

the covariance matrix for feature extraction without the need of decomposing the original image into

one dimension. This led to an increase in computational efficiency in extracting features [136]. Finally

modular 2D LDA takes advantage of both the 2D approach and the modular approach as it fuses them

together to increase computational efficiency and local feature extraction.

Figure 4.1. Image subdivision based on MPCA [135].

Although these methods intended to increase the efficiency they still suffer from using too many regions

of the face. They divide the face into several regions, in an unsystematic manner, without actually

taking into account the regions of the face that offer the most discrimination. These methods also use

all the regions of the face, even those that play little to no role in face recognition. Figure 4.1 shows

how these papers achieve this modular approach. As in the figure, some parts of the face like the

hair, chin, parts of the cheek and the upper forehead offer little discrimination. Since these parts are

generally monotone they are affected by illumination conditions and since there no variations in the

colour they do not contribute to much discrimination.
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So there is a dire need to develop a technique that takes these shortcomings into account. This

dissertation introduces a technique that segments the face in a smarter way. It discards those regions

of the face that offer little discrimination and and keep only the regions that do offer the most

discrimination.

Figure 4.2. Proposed image segmentation scheme.

Figure 4.2 shows how an image was divided into five blocks that were consequently used for face

recognition. These individual blocks were also used as building blocks for five individually trained

models for recognition. This meant that there was a model for the eyes, a model for the nose, a

model for the mouth, a model for the forehead and a model for the chin. Different permutations of

these models were combined to make different combinations. These permutations were also used for

recognition.

In order for the technique to obtain the coordinates of the key features, cascades were used to identify

the three main features which are the eyes, the nose and the mouth. After these regions were detected

the forehead region and chin region were pragmatically obtained by using the average values of each

class in the training set.

In total, there were 31 models that were constructed using different combinations of the five selected

features of the face. These models were used in conjunction with Fisher’s discriminant in order to

recognise a face. One thing has to be highlighted, 31 models were built and these were exhaustive

considering the five features used.
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Table 4.1. Legend.

Letter Model
C Chin
E Eyes
F Forehead
M Mouth
N Nose

Table 4.2. Combinations of different models.

Category 1 Category 2 Category 3 Category 4 Category 5
C CE CEF CEFM CEFMN
E CF CEM CEFN
F CM CEN CEMN
M CN CFM CFMN
N EF CFN EFMN

EM CMN
EN EFM
FM EFN
FN EMN
MN FMN

Total 5 10 10 5 1 31

Figure 4.3 shows some of the possible combinations that were used. The following sub sections detail

the technical side and how recognition was obtained.

(a) (b) (c)

Figure 4.3. (a) The eye and mouth model. (b) The forehead and nose model. (c) The mouth and chin
model.
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Figure 4.4. Concatenated features that represent a Category 4 model: ENMF.

Figure 4.4 shows the result of concatenating 4 features, the forehead, eyes, nose and mouth, into a

Category 4 model called ENMF model. This figure looked illegible because the pixel values from each

individual feature were flattened first and then concatenated into a one-dimensional vector of length

12086. The vector was then reshaped into a two-dimensional array that could be easily displayed. Each

individual subject forms a different pattern when all the features have been flattened and reshaped into

a two-dimensional vector. This vector is uniquely different from other images in both the training set

and testing sets. These different vectors then formed both the testing and the training set.

4.2.1.1 Image Conversion

Testing and training images were converted from a two-dimensional matrix representation into a

one-dimensional vector representation. The first row of the image’s pixels was converted into a

one-dimensional row vector, the second row was concatenated into the vector and so forth until all n1

rows had been concatenated into the vector. After the vector had been constructed it was transposed to

make a 1-dimensional column vector.

A set of M training images {x1,x2, ...,xM} was obtained, each image had a resolution of n1 by n2. Each

pixel is considered as a single feature in the N dimensional vector space [51], [28]. Thus the k-th

image in the training set of image is represented by [28]:

xk = (xk,1,xk,2,xk,3, ...,xk,N)T . (4.3)

For LDA to work, it is required that there is at least 1 picture for any given individual. All the images in

the training set belong to any of the classes {C1,C2,C3, ...,Cg}. Each class in the training set represents

1 unique individual. Therefore the total number of images in the training set is given by:
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M = M1 +M2 +M3+, ...,Mg. (4.4)

4.2.1.2 Calculating the mean and scatter

The next step is to calculate the mean of a single class. Fisherfaces ulitises LDA which main aim is to

reduce the dimensionality of the training class to a lower dimension while at the same time conserving

all the discriminatory information that best separates different classes from each other [51]. LDA

selects some features or discriminants that do the best job of separating the facial images into their

different classes in the feature space. This feature space is the low dimensional space.

The aim is to minimise the variations within a specific class whilst maximising the variations between

classes. This means that when images belonging to a single class are projected to the discriminant

space they cluster together with minimum separation, while the separation between the classes is

maximised. The mean of a single class is defined as:

µi =
1

Mi

Mi

∑
i=1

xi, (4.5)

where, xi defines a single image, Mi is the total number of images in class i and µi is the mean of class

i. When all the images in class Ci have been converted into a 1 dimensional vector, the mean of all the

pixels at location 1 for the images in that class is found, the procedure is repeated until the means of

all the pixels up to location N. Equation (4.6) shows how this procedure is done.

µi =
1

M1


x1

1 +x2
1 + · · ·+ xM1

1

x2 +x2 + · · ·+ xM1
2

...
...

...

x1
N +x2

N + · · ·+ xN

 . (4.6)

The first column corresponds to the first image in class Ci. M1 is the number of images in class Ci. N

is the number of pixels in a single image

The next step is to subtract the class mean µi from all the images in that class. This is repeated for

every class in the training set { C1,C2,C3, ...,Cg }. Equation (4.7) shows how this is done [51]:

Φi = xk−µi. (4.7)

Φi is vector i which represents image i that as the classes mean µi subtracted from it. This effectively

means the most common features within that specific class have been removed from that particular

class. It becomes much easier to discriminate between different images.
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(a) Mean image of class 2. (b) Mean image of class 3

(c) Mean image of class 13. (d) Mean image of class 17

Figure 4.5. The mean images from the four different classes before 31 models were extracted.

Figure 4.5 shows the results of subtracting the mean image of a class from all images in a particular

class. Figure 4.5 (a) is an example image before the mean was subtracted. Figs. 4.5 (b), (c) and (d)

shows 3 images from a single class after the mean was subtracted from the images.

The mean of all the classes is then calculated according to:

µ =
1
g

g

∑
i=1

µi, (4.8)

where g is the total number of classes in the training set. This µ is the mean image of the entire training

set. Figure 4.6 shows the mean images of four different models found when the detection model was

trained using the AR Database.
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(a) Mean image of the eye model. (b) Mean image of the chin model.

(c) Mean image of the nose model. (d) mean image of the mouth model.

Figure 4.6. Mean images of the different models.

The next step is to find the scatter matrix of all the classes. Between class mean SB is defined

as [51]:

SB =
g

∑
i=1

Mi (µi - µ)(µi - µ)T . (4.9)

In (4.9), Mi represents the number of samples in the corresponding class i, and g is the total number of

classes in the training set. The next step is to find the within class variation SW . To find this scatter

matrix, (4.10) is used [51]:

SW =
g

∑
i=1

∑
xk∈Ci

Mi (µi - µ)(µi - µ)T . (4.10)

Fisher’s Linear Discriminant (FLD), proposed by Ronald Fisher, is a class specific method in that it has

a-priori knowledge of which images belong to which classes and thereby shapes the resulting scatter in

a particular way that makes it possible to separate all the given classes linearly [51]. FLD reduces the

image space from (n1·n2) ·g where g is the number of total classes in the training set and n1·n2 is the

number of pixels, to just g-1 dimensions. This is a significant reduction in the total dimensionality of

the data [51].

FLD manages to separate classes linearly selecting an optimal projection Wopt that maximises Fisher’s

optimisation criteria. The aim is to maximise the ratio of between class scatter, SB, and within class

scatter, SW [51]. This is done by [51]:

Wopt = [wopt,1,wopt,2,wopt,3...,wopt,m] = argmax
{

W T SBW
W T SWW

}
, (4.11)
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where m corresponds to the largest eigenvalues that produce the largest eigenvectors.

The next step is to find the largest eigenvectors that describe the discriminant space. Eigenvectors are

also knows as an eigenface.

argmax
{

W T SBW
W T SWW

}
⇔ (S−1

W SB - λi)wopt,i = 0. (4.12)

W is a square matrix, S−1
W SB is symmetric matrix which has orthogonal eigenvectors. The eigenvalues

are used to find eigenvectors by solving [51]:

(S−1
W SB - λi)wopt,i = 0, (4.13)

which reduces to the following eigen problem:

SBwopt,i = S−1
W λiwopt,i | i = 1,2,3, ...,m. (4.14)

4.2.1.3 Sorting eigenvectors

This process produces m eigenvectors, m is the number of images in the training set. Most of the

energy is contained in the first 10-20 Eigenvectors and the first eigenvector contains the most energy.

All the eigenvectors are sorted in descending order and the first m eigenvectors were selected, in this

case 15 eigenfaces were selected. After 15 eigenvectors, the produced eigenfaces no longer resembled

a face as the remaining eigenvectors capture most of the noise. Fifteen eigenfaces could approximate

and reconstruct the face.

All images in the training set can be represented by a linear combination of a finite number of

eigenvectors, m. Equation (4.15) sums up how the faces are projected int the eigenspace [51]:

Φi =
m

∑
j=1

w j ·W, (4.15)

where, w j is equal to W T
j · (xk− µ), u j is the eigenvector corresponding to index j, and Φi is the

the average face. Figure 4.7 - Figure 4.11 shows the reconstructed eigenfaces. These eigenvectors

represent 5 of the 31 models that were constructed for face recognition, they are a subset of the whole.

These eigenfaces are the features that make up up any query image. These can be thought of as the

features that are extracted by LDA after projection.
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Figure 4.7. The forehead model’s first 9 eigenvectors.

Figure 4.8. The eye model’s first 9 eigenvectors.

Figure 4.9. The nose model’s first 9 eigenvectors.
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Figure 4.10. The mouth model’s first 9 eigenvectors.

Figure 4.11. The chin model’s first 9 eigenvectors.

Since an image can be decomposed and represented by only eigenvectors, each single eigenvector is

part of the group of eigenvectors that can be used to represent a face fully. Each and every projection

w, in (4.16), is a vector that is a result of calculation using an eigenvector and an image. To represent a

face, K = 15 eigenvectors were used thus a face could be mathematically represented as [51]:

Ωi =


w1

i

w2
i

...

wk
i

 i = 1,2,3, . . . ,M, (4.16)

where, wi
1 is the image that corresponds to the eigenvector located at index 1, K is the number of

eigenvectors used, and Φi is the average face. The last step in building the recognition model is to

identify a query image. The query image, xquery, is converted into a 2-dimensional matrix of integers

and then into a 1-dimensional column vector given by:

xquery = (xquery,1, xquery,2, xquery,3, ..., xquery,N)T , (4.17)
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where, xquery,1 is the first pixel in he column vector and xquery,N is the last pixel value in the column

vector. The next stage is to subtract the mean image from the query image:

Φ = xquery−µ. (4.18)

The image is then projected into eigenspace to give its discriminant vector, Ω using the following

formula [51]:

Ω =W T ·Φ, (4.19)

Ω then becomes:

Ω =


w1

i

w2
i

...

wk
i.

 (4.20)

4.2.2 Recognition

The next step is to is to find the class closest to the query image, xquery, this is achieved by using the

Nearest Neighbour discriminant rule:

min ‖ Ω - Ωi ‖= ε j < θ j, (4.21)

where, ε j is the distance of query image from class C j, θ j is the maximum threshold distance any query

image must be in, in order to be assigned to class C j, and i ranges from 1 to the number of classes in

the training set. i ∈ [1, 2, 3, ..., g].

When recognising a query image there are two scenarios that arise from using the Nearest Neighbour

discriminant rule:

1. ε j <θ j : The query image belongs to class C j. Therefore the face belongs to a registered user.

2. ε j >θ j : The query image does not belong to any class therefore it belongs to an unregistered

user.

4.2.3 Weighing technique

LDA deals with projecting a high dimensional image into a lower dimensional feature space. During

classification all features in the lower dimensional space are treated as having the same effect on

classification, of which that is not the case. Some features are critical in classifying any given image,
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thus there is a need to have some sort of function that can highlight the most important features (e.g,

nose, mouth, eyes, chin and ears). These key features are used primarily for identifying any face.

The existing literature only deals with a single centre which is located in between the two eyes. This

has a draw back of only highlighting the features near the eyes as the most important. This dissertation

proposes that not only are the eyes the only key features during face recognition, but the nose, the

mouth, part of the chin and part of the forehead region also play a crucial part in face recognition. This

dissertation thus makes use of five centres namely: the centre of the two eyes, the middle of the brows,

the nose and the mouth.

There are various functions that can be used as a means to weight each individual facial feature. Some

of these functions include the Gaussian function, radial basis function (RBF), radial basis function

network (RBFN), polynomial kernel, Obst kernel network. The Gaussian function and the radial basis

functions were used as the weighing functions in this dissertation. When using WLDA alone the

calculation of the between class scatter would be multiplied by a weighing function. The calculation

thus becomes:

SB =
g−1

∑
i=1

g

∑
j=i+1

Mi M jω (µi - µ j)(µi - µ j)T . (4.22)

where, Mi and M j are class priors.

4.2.3.1 Gaussian function

A Gaussian function is a mathematical function frequently used to represent a random variable’s

probability density function. This random variable has a normal distribution. The Gaussian function

graph is symmetric about its vertical axis and resembles a bell curve. These functions are frequently

used to describe normal distributions in statistics. They are also useful in image processing when they

are utilised as Gaussian blurs. Diffusion and heat equations also makes use of Gaussian functions in

order to find solutions. The function can be defined as:

f (x) =
1

σ
√

2π
· exp

[
−0.5

(x−µ

σ

)2
]
, (4.23)

where, x is an arbitrary random value, µ is the expected value, σ is the variance, and π is a mathematical

constant.

Gaussian functions are often used in one dimensional data. They can be modified to cater for higher

dimensions. In this dissertation, they were modified to be a two-dimensional function that caters for

images. Where x and y are the horizontal and vertical coordinates of any arbitrary pixel. Thus the

Gaussian function used became:
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ω (i, j) = exp
[
−
(
(i− x)2 +( j− y)2

)
σ2

]
. (4.24)

The eclosion centre refers to the two centres of the eyes, nose, mouth and centre of the brows. On that

basis, this dissertation established a modified version that utilised the Gaussian function and had five

centres on both the centres of the eyes, the centre of the brows, the nose and mouth:

ω (x,y) = exp
[
−
(
(x− i1)2 +(y− j1)2

)
σ5

1

] 1
5

· exp
[
−
(
(x− i2)2 +(y− j2)2

)
σ5

2

] 1
5

· exp
[
−
(
(x− i3)2 +(y− j3)2

)
σ5

3

] 1
5

· exp
[
−
(
(x− i4)2 +(y− j4)2

)
σ5

4

] 1
5

· exp
[
−
(
(x− i5)2 +(y− j5)2

)
σ5

5

] 1
5

, (4.25)

where, (x,y) is the position of a pixel and (i, j) is it’s eclosion centre. This Gauss function aids in

enhancing critical classification information on the facial region, thus enhancing the segments of the

face where discriminating features are located. Increasing the value variance, σ2, increased the spread

of the Gaussian distribution, this meant that the weights of features further away from the centres

approached 0. Thus they had little to no effect on discrimination. By tuning the variance of the five

selected features σ2
1 , σ2

2 , σ2
3 , σ2

4 , σ2
5 , this resulted in increasing or decreasing the weights of the five

selected features. In this dissertation the variance of the different features was as follows:

Table 4.3. A description of which variance corresponds to which feature.

Variance Feature
σ2

1 left eye

σ2
2 right eye

σ2
3 centre of brows

σ2
4 nose

σ2
5 mouth
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4.3 DESCRIPTION OF DATABASES USED

A. AR Database

The AR Face database was used for both training and testing purposes [87]. This database consists

of over 3000 images of 1226 subjects half of them are men and the other half are women. For each

subject, there were 26 images for that specific class. The images varied with light intensity, pose,

expression and occlusions. The occlusions included scarfs and glasses. All images were converted to

grayscale.

Figure 4.12. Sample images from the AR database [87]

Figure 4.12 shows some of the images used for testing and training images for the experiments. For all

experimental results 15 male subjects and 15 female subjects were used totalling 780 images. The

database was split into a ratio of 0.7:0.3 between the training set and testing set resulting in 624 training

images and 156 testing images.

B. ORL Database

The ORL database, (also known as the AT & T database of faces), consists of a total of 400 images [88].

Within these images there are 40 distinct subjects where each subject was taken 10 images. The

captured images consist of subjects who were smiling, not smiling, had glasses on, had glasses off,

different illumination conditions and were taken against a dark homogeneous background. Figure 4.13

shows samples taken from the ORL database.
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Figure 4.13. Sample images from the ORL database [88].

C. Yale Faces Database

The Yale faces database was used as a bench marking database as it did not contain any occluded

images [89]. It contains grayscale images of 15 subjects having 11 images each. It has a total of 165

images, these images vary with light intensity, emotion and poses. All the images were captured on

the same white background. The same split ration of 0.7 was used for splitting the data into training

samples and testing samples. In this case 132 images were used for training purposes while 33 were

used for testing purposes.

Figure 4.14. Sample images from the Yale faces database [89].
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Database Total number

of images

Unique

individuals

Images per

individual

Occlusions

AR [87] 520 20 26 Yes

ORL [88] 400 10 15 No

Yale faces [89] 165 15 10 No

Total 1085 45

4.4 CONCLUDING REMARKS

This chapter discussed segmenting an image into 5 features namely; the eyes, nose, mouth, chin and

forehead. The rest of the features of a face like the cheeks, ears and the hair were discarded owing

to the fact that not much discrimination can be obtained from those parts of the face. 31 models,

which comprised of a combination of these five features, were built and LDA was used to train these

models. Euclidean distance measure was utilised for classification. Several papers focus on the face as

a whole when extracting features, they do not focus on individual regions to see how they affect face

recognition [26], [30], [53], [60], [62], [112], [113], [137], [138], [139]. This technique of segmenting

the face into different sub-regions and studying how these combinations affect recognition is lacking in

pre-existing literature. This chapter aimed to fill in that gap in knowledge hence the use of 31 models

to comprehensively study that problem and put that question to bed.

Not all regions of the face contribute equally to discrimination. It has been theorised that the eyes and

nose play the leading role when it comes to discrimination. This chapter also discussed a weighing

technique that assigned weights to different regions of the face according to features. Other papers

only studied the centre of the eyes as the focal point where weights should be assigned. This chapter

put forward a new technique in which 5 regions of the face were identified as key focal points. These

focal points were called ecclosion centres. These focal points were then used as the centres of where

the weighing technique started assigning weights to the rest of the face. Once the rest of the face

was assigned weights the different class specific models were trained for each subject. Once training

had finished the recognition process was done in order to get the accuracy metrics of this weighing

technique. The databases used for comparison tests were also described, these databases include

images with varying features and characteristics. From databases that included different illumination

conditions, face orientation, pose, occlusions and expression.
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5.1 CHAPTER OVERVIEW

This chapter presents the results obtained from the experiments carried out in the previous chapters.

These results were obtained from a qualitative and quantitative study on how the various combination of

regions on the face affect the recognition rate and efficiency of the segmentation approach. In Section

5.2 the notion that is used to refer to the models that were built is presented. The evaluation metrics

that are used to understand the obtained results are also presented. In Section 5.3 the results obtained

using the AR database are presented. A discussion of the results is also presented. In Section 5.4 the

results obtained using the AR database are presented. A discussion of the results is also presented. In

Section 5.5 the results obtained using the AR database are presented. A discussion of the results is also

presented. In Section 5.6 the average metrics and results obtained across all databases are presented.

These results are compared against the four methods that were implemented in Chapter 3. In Section

5.7 the comparison of results obtained from the proposed technique and those taken from literature is

presented. For the proposed technique to be considered average, better or excellent this comparison is

necessary.

5.2 UNDERSTANDING THE NOTATION OF THE RESULTS

The proposed image segmentation technique focused on the five prominent regions of that face, namely

the chin, eyes, forehead, mouth and nose. These five regions were given the notation:

• C - chin

• E - eyes

• F - forehead

• M - mouth

• N - nose.

Thirty-one models were constructed by using combinations of these five regions. These combinations

include the chin and forehead, the forehead, mouth, nose and the eyes, mouth, nose and forehead.

Table 4.1 shows all the 31 models that were built. The algorithm was trained on these models and
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accuracy metrics were calculated.

The Category simply means how many features were actually used for the segmentation approach. For

example, a Category 3 model consists of 3 sub-models.

5.2.1 Evaluation

Evaluation for classification algorithms usually takes several forms which mainly include accuracy

and error rates. For this dissertation the following metrics were used:

• True positive (TP) or recognition rate (RR) is the number of images that were classified as

belonging to their true actual class.

• False negative (FN) is the number of images that were incorrectly classified as belonging to a

different.

• False positive (FP) is the number of unregistered images that were classified as belonging to

the training database.

• True negative (TN) is the number of registered images that were incorrectly classified as not

part of the training database.

• Precision measures how correct the positive prediction is:

Precision =
TP

TP + FP
. (5.1)

• Recall also known as true positive rate (TPR) or Sensitivity. It measures the ration of the positive

images that were classified as positive:

Recall =
TP

TP + FN
. (5.2)

• Accuracy is a measure of the total number of all correctly classified images, which includes TP

rate and TN rate, against all classifications that took place:

Accuracy =
TP + TN

TP + TN + FP + FN
. (5.3)

• Specificity known as true negative rate (TNR). Measures the correctness of the classifier’s

negative predictions:

Specificity =
TN

TN + FP
. (5.4)

• F1 score measures the weighted average of the precision and recall.

F1 score = 2 · precision · recall
precision + recall

. (5.5)
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5.3 AR DATABASE PERFORMANCE

5.3.1 Category 1

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.1. The accuracy and error rates for Category 1 models for the AR database.

Figure 5.1 shows the accuracy and error metrics that were obtained on the AR database. The

forehead region offered the highest recognition rate with 92.3% while the mouth region had the

lowest recognition rate at 46.6%. The average recognition rate of Category 1 models was 68.5%. The

true negative rate was relatively high with the lowest being 89.3% and the highest being 97.3%. The

false positive rate was low, ranging from 5.6% for the nose model, up to 9% for the nose model. The

nose model’s false positive and false negative is alarmingly high. The forehead model had the highest

recognition rate as well as the lowest false positive rate.
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5.3.2 Category 2

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.2. The accuracy and error rates for Category 2 models for the AR database.

Figure 5.2 (a) shows the true positive and true negative rate, while Figure 5.2 (b) shows the false

positive and false negative rate of Category 2 models. The EF model and the FN model had the highest

true positive rate with 91.9% and 91% respectively. The CM models had the lowest true positive rate

with 59.8% followed by the MN model. The average true positive rate for Category 2 models was 80%.

The EF model had the lowest true negative rate at 86.7% while the CE, Cf, CM and FM models had

perfect true negative rates at 100%. The average false negative rate was 5.8% with the CE, CF, CM

and FM models with the lowest at 0%. The EF had the highest true negative rate at 13.3%.
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5.3.3 Category 3

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.3. The accuracy and error rates for Category 3 models for the AR database.

Figure 5.3 (a) shows the true positive and Figure 5.3 (b) true negative rates for the Category 3 models

when compared using the AR database. The average recognition rate was 86%, the average true

negative rate was at 95.2%. The CEF, EFM and EFN models had the highest recognition rates at

92.7%, 92.3% and 91.9% respectively. The CEN, EFM and EFN had the highest true negative rates all

being at 100%. The false negative and false positive rates were 5.6% and 4.8% respectively. The CEN,

EFM and EFN had the lowest false positive rates which were all at 0%. Eight-out-of-ten models had a

false positive rate of 5.6% while the remaining two models (CEN and EMN) had a rate of 6%.
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5.3.4 Category 4

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.4. The accuracy and error rates for Category 4 models for the AR database.

Figure 5.4 (a) shows the true positive and Figure 5.4 (b) true negative rates for the Category 4 models

when comparing using the AR database. The average true positive rate was 90.2% while the average

true negative rate was 96%. The CEFN and EFMN models had the highest true positive rate of 92.3%

while the CEMN had the lowest at 96.8%. Both the CFMN and EFMN had the highest true negative

rate at 100%. The average false negative rate was 5.6% while the average false positive rate was 4%.

The CEMN and EFMN had the lowest false positive rate at 0%.
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5.3.5 Category 5

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.5. The accuracy and error rates for Category 5 models for the AR database.

Figure 5.5 (a) shows the true positive and Figure 5.5 (b) true negative rates for the Category 5 model

when comparing using the AR database. The effective recognition rate of the CEFMN model was

91.5% and its true negative rate was 100%. The CEFMN model had a false negative of 5.6% and a

false positive rate of 0%.
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5.3.6 Discussion of results obtained on the AR database

(a) Average true positive and average true negative rates.

(b) False Positive and False Negative rates.

Figure 5.6. The average metrics across the 5 different categories on the AR database.

When using the Category 1 model the forehead region had the highest recognition rate at 92.3%,

followed by the eye model at 80.3% while the mouth had the lowest at 46.6%. This shows that when

only using a model that utilises only 1 model, the best decision is to use the forehead as a feature as

compared to the eyes or nose. Since the mouth had the worst recognition rate, it is better to not use the

mouth for recognition purposes. The average recognition rate was 68.5%.
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When it comes to the Category 2 models, two models with the highest recognition rate were the EF

and FN models at 91.9% and 91%. Interestingly, the forehead feature was present in both of these

highest recognition rates. On the other hand, the CM and MN models had the least recognition rates at

59.8% and 61.1% further showing that when the mouth is a sub-feature in a model the accuracy suffers.

The average recognition rate was 80%.

The CEF, EFM and EFN models had the highest recognition rates at 92.7%, 92.3% and 91.9%

respectively. The trend of having the forehead as a sub-feature in all the models that performed the

best continued. Results from the Category 3 results also highlighted another interesting sub-feature;

the eyes (E). The combination of the E and F models had the highest recognition rate for the Category

3 model. This suggests that these two different sub-features may offer the highest discrimination. The

average recognition rate was 86.1%.

The average recognition rate on the Category 4 models was 90.2%. It’s now glaringly obvious

that models which contain the forehead (F) and eyes (F) sub-features out-perform all other models.

The CEFN EFMN and CEFM models had the highest recognition rates at 92.3%, 92.3% and 91%

respectively. The average true negative rate was 96% which shows that Category 4 models were quite

robust in identifying subjects that did not belong to a subject in question.

Overly, the Category 5 model which contained all the features had the highest recognition rate as

91.5% and the highest true negative rate at 100% as well. This shows that segmenting the face and

applying a weighing algorithm to the sub-regions leads to high recognition rates, but utilising all the

sub-features still outperforms Category 1 - 4 models.

Figure 5.6 (a) shows that the more features that are used the better the recognition rate. There only is a

1.3% increase from using Category 4 models to using a Category 5 model. This shows that Category 4

models can be used for recognition purposes when speed and efficiency are desired without sacrificing

on recognition. The true negative rate also increases as more features are used.

Fig 5.6 (b) shows the average false positive and false negative rate across 5 categories. There is a

downward trend as more models are used. This suggest that error rates decrease as more sub-features

are used. Perhaps the most interesting result was that the false positive rate decreases to absolutely

0% when all 5 features are used. Of course, during occlusion not all 5 features would be available.

Category 3 models have an average false positive rate of 4.8% and Category 4 models have a false

positive rate of 4%. This suggests that these two categories have the capacity to act as a recognition

models that have minimal error rates.
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5.4 ORL FACES DATABASE

5.4.1 Category 1

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.7. The accuracy and error rates for Category 1 models for the ORL database.

Figure 5.7 (a) shows the true positive and Figure 5.7 (b) true negative rates for Category 1 models

when comparing using the ORL database. The chin and forehead models had the highest recognition

rate at 72.5% and 71% respectively, while the nose model had the lowest at 33.5% and the mouth had

the second lowest at 51%. The forehead and nose models had the highest true negative rates at 97.3%

and 93.3% respectively. The average recognition rate was 56.1% while the average true negative rate

was 91.2%. The highest false positive rate was from the eye model followed by the mouth model. The

chin model had a 0% false negative rate.
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5.4.2 Category 2

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.8. The accuracy and error rates for Category 2 models for the ORL database.

Figure 5.8 (a) shows the true positive and Figure 5.7 (b) true negative rates for the Category 2 models

when comparing using the ORL database. The CF and CE models had the highest recognition rates at

90.5% and 84% respectively. The EM, MN and EN models had the lowest recognition rates at 61.5%,

62% and 63.5% respectively. The average true negative rate was 964% across all the 10 Category 2

models. The average false negative rate was 0.1% and the false positive was 3.6%. Only the EM model

had a false negative rate above 0 which stood at 1%
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5.4.3 Category 3

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.9. The accuracy and error rates for Category 3 models for the ORL database.

Figure 5.9 (a) shows the true positive and Figure 5.9 (b) true negative rates for Category 3 models when

comparing using the ORL database. The CFM, CEF and CFM had the highest recognition rates at

91%, 90.5% and 89.5%. In contrast, the EMN had the lowest recognition rate at 67%. Only 3 models

had true negative rates lower than 100%, these models were the CEN, CEM and CMN at 94.7%, 98.7%

and 98.7% respectively. The false negative rate was an impressive 0%, similarly, the false positive rate

was an impressive 0.79%. The CEN model single-handedly contributed to increasing the average false

positive rate, it stood at 5.3%.
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5.4.4 Category 4

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.10. The accuracy and error rates for Category 4 models for the ORL database.

Figure 5.10 (a) shows the true positive rate and Figure 5.10 (b) true negative rate for Category 4 models

when compared to the ORL database. The CEFM and CEFN had the highest recognition rates at 91%

and 89.5% respectively, having said that the EFMN model had the lowest at 77.5%. All other models

had a perfect true negative rate at 100% except for the CEMN model which had a rate of 98.7%. The

false negative and false positive metrics were impressive as they all had 0% except for a single model,

the CEMN, which had a 1.3% false positive rate.
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5.4.5 Category 5

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.11. The accuracy and error rates for Category 5 models for the ORL database.

Figure 5.11 shows the accuracy and error metrics for a Category 5 model on the ORL database.

The recognition rate was 88.5%, whereas the true positive rate was 100%. The error metrics were

outstanding for the Category 5 model, the false negative rate and false positive rates were at an

astounding 0%.
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5.4.6 Discussion of results obtained on the ORL database

(a) Average true positive and average true negative rates.

(b) False Positive and False Negative rates.

Figure 5.12. The average metrics across the 5 different categories on the ORL database.

Figure 5.12 shows the average accuracy and error metrics across the five different categories on the

ORL database. Category 1 models had the lowest recognition rate at 65.1% while the Category 5

model had the highest recognition rate at 88.5%. The average recognition rate was 76.9%. Only adding

1 more feature had the effect of increasing the recognition rate by 19.3% between Category 1 and

Category 2 models. This shows that two features were sufficiently superior as compare to only a single

feature.
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On the other hand, adding a single feature from Category 4 models to a Category 5 only resulted in a

1.8% increase in the recognition rate. Looking at it qualitatively, there isn’t that much difference in

Category 4 and Category 5 models when it comes to recognition rates. In real world applications, when

there are minimal occlusions on the face, Category 4 models can be utilised for recognition without

suffering major efficiency problems.

There was an upward trend on the true positive and true negative rates when more features were

added. This highlights the fact that as more information is available the better the accuracy is. The

true negative rate was impressive as all the five models had true negative rates higher that 92% with an

average of 97.3%. The Category 5 model remained perfect at a rate of 100%.

For Category 1 models the C and F models had the highest recognition rate at 72.5% and 71%

respectively. The trend of having the F sub-feature having the highest recognition rates continued to

the Category 3 models as well. The CFM, CEF and CFN had the highest recognition rates at 91%,

90.5% and 89.5% respectively. For Category 4 models the combination of the EFxx models proved

to having higher recognition rates as well. This combination had the highest true positive rates as

evidenced by the CEFM and CEFN models had 91% and 89.5% respectively.

The error metrics were equally as impressive as the true negative rate. The two error metrics had

averages below 3%. The false positive rate was 2.7% while the false negative was a majestic 0.2%.

This shows that not only was the segmenting and weighing technique good at recognition it was also

good at minimising the errors as well. Category 1 models had the worst error rates as compared to the

other four categories. The average false positive rate was 8% while the false negative rate was 1.3%

for Category 1 models. It has to be highlighted that the Category 5 model had perfect error rates, both

at 0%.

As more features were added, error rates decreased until they reached 0%. Further highlighting that,

the more information that is available for the proposed technique, the better it is at minimising the

errors associated with feature extraction and classification. These low error rates signify that in the real

world the technique even if a person is occluded the system would be able to distinguish unknown

people and would have very low misclassification errors.
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5.5 YALE FACES DATABASE

5.5.1 Category 1

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.13. The accuracy and error rates for Category 5 models for the Yale Faces database.

Figure 5.13 (a) shows the true positive and Figure 5.13 (b) true negative rates for the Category 1 models

when compared to the Yale faces database. The F and N models had the highest recognition rates

and true negative rates, both at 77.3% for both models. That being said, the M model had the lowest

recognition rate at lowly 52%, just a shade above splitting even. The C model had the second lowest at

66.7% for Category 1 models. The F model had the highest false negative at 10.7% while the E model

had the lowest at 2.7%. The N model had the highest false positive rate at 12% while the lowest was

the M model at 4%.
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5.5.2 Category 2

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.14. The accuracy and error rates for Category 2 models for the Yale faces database.

Figure 5.14 (a) shows the true positive and Figure 5.14 (b) true negative rates for the Category 2 models

when compared to the Yale faces database. The highest recognition rates belonged to the EN, CE, CF

and FN models at 85.3%, 84%, 82.7% and 82.7% respectively. The MN had the lowest true positive

rate at 68%. The EF, EN and FN models were all tied for the highest true positive rate at 81.3%. The

EN and FM models had the highest false negative rate at 12% and 9.3% while the CM model had the

lowest at 0%. The highest false positive rate occurred on the CE model with an average of 9.3% while

the lowest had only 1.3%.
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5.5.3 Category 3

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.15. The accuracy and error rates for Category 3 models for the Yale faces database.

Figure 5.15 (a) shows the true positive and Figure 5.15 (b) true negative rates for the Category 3 models

when compared to the Yale faces database. The CFN and CEM models have the highest recognition

rate at 86.7% followed by the CFM, EFM, EMN and FMN all tied at 84%. The CFM model has the

highest true positive rate on the other hand, the CEF has the lowest. the EMN model had the highest for

both false positives and false negatives at 8%. The CFM had the lowest false positive rate at 0%.
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5.5.4 Category 4

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.16. The accuracy and error rates for Category 4 models for the Yale faces database.

Figure 5.16 (a) shows the true positive and Figure 5.16 (b) true negative rates for the Category 4 models

when compared to the Yale faces database. The CEMN and CEFM models had the highest recognition

rates at 88% and 86.7% respectively, these models had the highest true negative rates at 80% and 84%

respectively. On the other hand, the EFMN model had the true positive rate lowest at 82.3%, while

the CEFN had the lowest true negative rate at 69.3%. The EFMN and CFMN models had the highest

false negative rates at 4.3% and 4% respectively. The lowest false positive rate belonged to the CFMN

model at 0% while the CEMN had the highest false positive rate at 4%.
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5.5.5 Category 5

(a) True Positive and True Negative rates.

(b) False Positive and False Negative rates.

Figure 5.17. The accuracy and error rates for Category 5 models for the Yale faces database.

Figure 5.17 shows the accuracy and error metrics for a Category 5 model when compared to the Yale

faces database. The true positive rate stood at 86.7% while the true negative rate was at 88.7%. The

error metrics continued to be impressive as the false negative rate was just 1.3% while the false positive

rate was 0%.
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5.5.6 Discussion of results obtained on the Yale Faces database

(a) Average true positive and average true negative rates.

(b) False Positive and False Negative rates.

Figure 5.18. The average metrics across the 5 different categories on the Yale Faces database.

The recognition on the Yale Faces database follows a similar upward pattern as that on both the AR

database and the ORL database, the recognition rate and the true negative rate both increased with the

addition of more features as evidenced on Figure 5.18(a).
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The lowest average recognition rate was on Category 1 models with an average of 69.6% which rose

to 86.7% on the Category 5 model. The true negative had a similar trend, with Category 1 models

having an average of 71.5% and the Category 5 model having the highest at 88.7%. This highlights an

important aspect that the more features that are used the higher the recognition rate. There was only

a 1.4% increase in the recognition rate when a Category 5 model was used instead of a Category 4

model. This is important in the sense that for efficient, a combination of 4 features can be used in the

absence of the full 5 features.

The error metrics were equally as impressive, this was highlighted by the decrease in error rates as

more features were used. The false positive rate decrease to a majestic 0% for a Category 5 model,

similarly Category 4 models had a false positive rate of 3.1%. Thus Category 4 models could be used

in scenarios where there is partial occlusion without suffering from too much decline in efficiency

of the system. The average false positive rate across all categories was 4.1% while that of the false

negative was 4.3%. This shows that even if strangers tried to gain access to the recognition system,

only 4.1% of the times would they succeed. Conversely, registered users would only be declined 4.3%

of the times. This goes to show the robustness of the facial recognition system.

Category 1 models had an average recognition rate of 69.6%, Category 2 models had 79.2%. Category

1 models had a fairly high recognition rate while only utilising a single feature. This is in stark contrast

to the Category 1 models on the ORL database which had a measly 56%. Whenever the F feature

was a sub-feature to other various models it followed a similar trend as that seen on the AR and ORL

databases. In Category 1 models it had the highest recognition rate, while the mouth had the lowest

recognition rate. This trend continued to Category 2 models as it had three of the top five models with

the highest recognition rates. Bare in mind, although there are a total of ten Category 2 models, the CF,

FN and FM models had the highest rates at 85.3%, 82.7% and 81.3% respectively.

Category 3 models with the F sub-feature continued to dominate as well. Category 3 models had a TP

of 83.4%. The CFN model had the highest recognition rate, and the F sub-feature was a component of

5 of the top 6 models with the highest recognition rate. The models were the CFN, CFM, EFM, EFN

and the FMN models. This shows that models with the F sub-feature should always be considered

when building a recognition system that is capable of recognition under partial occlusion.

When it came to Category 4 models, the CEMN had the highest TP rate, while the CEFM had the

second highest. Category 4 models were had a TP of 85.3%. The CExx models performed surprisingly

well. This can be attributed the large variations of the chin, some subjects had different types of beards,

and various emotions like smiling or grinning, which led to a larger difference between subjects within

the Yale Faces database.
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5.6 AVERAGE METRICS ACROSS ALL 3 DATABASES

5.6.1 Feature specific effective recognition rates (eTP)

Figure 5.19. The recognition rate per feature on the different databases.

Figure 5.19 shows the average recognition rate across all databases for all combinations that contained

each single feature. This means that 15 models were used to calculate the average of any single

feature across all three databases. For instance, to calculate the average recognition rate of the C (chin)

sub-feature, the following models were utilised; the CE, CF, CM, CN, CE, CEM, CEN, CFM, CFN,

CMN, CEFM CEFN, CEMN and CFMN models were used to calculate the effective recognition rate.

This pattern was repeated for the other four models in order to assess which regions offered the highest

recognition rates.

Analysing these individual sub-features highlighted a trend that was seen when analysing the categories

of individual databases. The forehead sub-feature had the highest, which was an astonishing effective

recognition rate of 87%. It was closely followed by the eye (E) sub-feature with an average rate of 85%.

Perhaps the most damning sign is that the mouth region had the least recognition rate at 77%. The chin

and the nose were both tied at 80% each. This analysis was telling, the forehead was surprisingly the

feature which offered the most discrimination. This meant that when parts of the face were occluded,

the forehead could be used to ascertain an individual’s identity, by utilising models which contained

the forehead feature. The high accuracy of the forehead region can also be explained by the fact that

the eyebrow region and the hair region was considered as part of the forehead region. The variation in

the shapes of the eyebrows, the eyebrow orientation, and different hair styles led to vast differences

between subjects. Some subjects had weaves on, others were bald, others were balding, others had
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thick hair while others had thin hair. These variations were large enough to have a major bearing on

which feature had the highest recognition rate.

The eyes, as expected, scored high as well. It had been largely speculated that the eyes, nose and

mouth offered the most discrimination when recognition a person. This notion was partially disproved

when utilising an image segmentation and weighing technique. This technique showed that the mouth

actually had less discrimination as compared to the chin feature. The chin having a higher recognition

rate can be attributed to this region as having vastly more variations as compares to the mouth. Subjects

in these databases differed in their emotions. This meant that if someone was smiling, grinning, sad,

pouting and ecstatic the chin region was affected by these models. This led to non-uniformity around

this region, hence greater variationsoccured. Different subjects had different types of facial hair on

their chin regions, this led to more variations.

5.6.2 Advanced accuracy and error metrics

Figure 5.20. The accuracy metrics and error metrics on the three databases used.

Figure 5.20 shows the advanced accuracy and error metrics. The technique yielded an overall accuracy

of 95.6%. The accuracy took into account the TP and TN values. Due to the average TN being

extremely high this meant the overall accuracy was also high. The technique could discern which

subjects were registered and which ones were unregistered. Since it was also important to not only

evaluate the TP and TN rates, but also how well it performed at classifying data which was labelled

as negative. The overall precision was 95.2%. This was a measure of how precise the model was at

predicting the positives from the actual positives. This is used to measure if the cost of false positives

was high. A lower precision implies that unregistered users would be able to fool the recognition
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system, while a high precision signifies that the model was fully equipped to deal with unregistered

users and was able to classify them as true negatives. Similarly, the sensitivity also known as recall,

measured the cost of false negatives. It stood at 95.6%, signalling that the model did not suffer

from misclassifying registered uses as unregistered users. The specificity measured how well the

model classifies actual unregistered subjects as unregistered subjects. This measure was an impressive

96%.

Finally, the F1-Score measured the balance between precision and recall. Since there was an uneven

class distribution between the actual true positives and actual negatives, the F1-Score took into account

this weighed relationship. This F1-Score was 95.3%, was close to 100% meaning the technique was

extremely good at not only identifying the actual positives, but also the actual negatives.

5.6.3 Average recognition rate (TP)

Figure 5.21. The average recognition rate on the 5 categories.
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Figure 5.21 shows the recognition rate across on individual databases, as well as the average across

all databases. The average recognition rate for Category 1 models across all databases was 65%, for

Category 2 models it was 78%, for Category 3 models it was 84%, for Category 4 models it was

87% and finally for a Category 5 model it was 89%. Using only 1 feature was sub-optimal, there

was an increase of 13% when another sub-feature was added for recognition. This was the biggest

jump between categories. There was a successive 6% increase, then a 3% increase and finally a 2%

increase to the final Category. There increases show that it is feasible to run a Category 3 or 4 model

for recognition as there was only a 5% and 2% difference from the Category 5 model. It is wise though

to run a Category 4 model, when a subject’s face is only partially occluded and only run a Category 3

model when a subject’s face is heavily occluded.

5.6.4 Average false negative rate (FN)

Figure 5.22. The average false negative rate on the 5 categories.

Figure 5.22 shows the average false negative rate ad the five categories of the technique across all

databases. The downward trend is quite noticeable as the Category 1 model had a 5.3% false negative

rate while the Category 5 model had a false negative rate of 2.3%. This shows that the recognition

system only suffered with misclassifying registered uses to a very low extent. Category 1 models had

the worst rate since only a single feature was utilised for recognition, this is logical as less information

was available to the recognition system.
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5.6.5 Average false positive rate (FP)

Figure 5.23. The average false positive rate on the 5 categories.

Figure 5.23 shows the average false positive rate of the face recognition system across five different

categories. The false positive rate decreased from 7.7% for Category 1 models down to an astounding

0% for Category 5 models. This meant that, on average, for a Category 5 model there were no

unregistered subjects that were misclassified as registered. This is an impressive feat, as it shows that

rogue elements can not gain access to an area secured by the face recognition system using a Category

5 model.

5.7 COMPARISON WITH OTHER TECHNIQUES

For there to be an objective discussion on the performance of the proposed technique, that was

implemented in this dissertation, there is a need to compare the key results obtained against other

algorithms in literature and also those algorithms that were implemented in Chapter 3. This section

aims to objectively seek that end goal.

5.7.1 Recognition rate

This section presents the results from the experiments that were carried out to ascertain the recognition

rate of the proposed algorithm against other methods in literature. Table 5.1 shows the comparison of

the recognition rates obtained from the proposed technique, the implemented methods and various

other methods in the literature. All these comparisons were done on three readily available databases;

AR database, ORL database and the Yale Faces database.
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Table 5.1. A comparison of recognition rates.

Method Recognition rate
...AR (%) ... ...ORL (%) ... ...Yale (%)... ...other (%) ...

KPCA [140] 83 - - -
LGBP [141] 80 - - -
PSVM [142] 82 - - -
PUM [143] 80 - - -
SRC [144] 84 - - -
PUDMNN [145] 82 84 - -
3DCNN [146] - 94 - -
FHMM [147] - 87 - -
Gabor-SVD [148] - 75 - -
WPCA [149] - 86 - 88 (UMIST)
2DPCA-ICA [150] - 83 79 -
ALBP [151] - - 62 68 (JAFFE)
DLBP [151] - - 56 57 (JAFFE)
LBP [151] - - 61 60 (JAFFE)
LDP [151] - - 71 73 (JAFFE)
DCT (implemented) .......... 77 89 88 -
ICA (implemented) 79 85 83 -
NMF (implemented) 54 74 77 -
SRC (implemented) 75 79 81 -
Proposed technique cat. 1 69 56 70 -
Proposed technique cat. 2 80 75 79 -
Proposed technique cat. 3 86 83 83 -
Proposed technique cat. 4 90 87 85 -
Proposed technique cat. 5 91 89 87 -
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Table 5.2. Abbreviations used in Table 5.1 and their full meanings.

...Method abbrev. ... Name
PUM Posterior union model
KPCA Kernel PCA
LGBP Local Garbor binary patterns
SRC Sparse-representation based classification

PSVM Partial support vector machine
WPCA Wavelet principal component analysis
FHMM Fuzzy hidden Markov models

Garbor-SVD Garbor singular value decomposition
PUDBNN Posterior union model decision-based neural network
3DCNN Three-dimensional convolutional neural network

2DPCA-ICA Two-dimensional PCA-ICA
LDP Local derivative pattern

ALBP Advanced local binary pattern
LBP Local binary pattern

DLBP Dominant local binary pattern
JAFFE Japanese female facial expression database
UMIST University of Manchester Institute of Science and Technology database

In Table 5.1, when considering the AR database, the proposed technique accounted for three of the

top five methods with the highest recognition rates. The top three being proposed technique when

using a Category 5 model, then Category 4 models and then Category 3 models at 91%, 90% and 86%

respectively. The SRC method and the KPCA methods rounds up the top 5. The proposed technique

for Category 1 models at 69%, Category 2 models at 80%, SRC method at 80%, LGBP at 80% and

PSVM at 82% had the lowest recognition rates. This shows that on the database with occlusion the

proposed technique outperforms most of the methods in literature that are captured on this table. This

makes this technique suitable for situations where occlusions are present. The other methods listed on

the table performed either relatively well or below average. The proposed technique for both Category

3 and 4 models outperforms the KPCA at 83%, LGBP at 80%, PSVM at 82%, PUM at 80%, SRC at

84% and the PUDMNN at 82% methods taken from literature.

The proposed technique was compared with the four methods, which were implemented sorely for

comparison purposes. These implemented methods were DCT at 77%, implemented ICA at 79%,

implemented NMF at 54% and implemented SRC at 75%. The proposed technique using Category 3

models had an average rate of 86%, Category 4 models had an average rate of 90% and a Category 5

model had an average rate of 91%. The proposed technique outperformed these methods, regardless of

the fact that this technique had less facial information to work with.

When comparing the proposed technique against other methods in literature on the ORL database, the

Category 5 model at 89% and Category 4 models at 87% were in the top 5, being second and third.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

102



CHAPTER 5 RESULTS AND DISCUSSION

The highest recognition rate was for the 3DCNN at 94% for this database. The method which had the

lowest recognition rate was the proposed technique using Category 1 models at 56%, followed by the

proposed technique at 75%, followed by Gabor-SVD at 75% and finally by the 2DPCA-ICA at 83%.

When comparing the proposed technique to the implemented methods used for comparison purposes,

Category 4 models at 87% outperformed the implemented ICA at 85%, implemented NMF at 74%

and implemented SRC method at 79%. When analysing Table 5.1, the proposed technique, using

Category 4 models, outperformed the Gabor-SVD at 75%, 2DPCA-ICA at 83%, WPCA at86% and

the PUDMNN method at 84% that are found in literature. This is a feat to be celebrated as Category 4

models only use limited features of the face and do not use the entire face as compared to the stated

methods.

When using the Yale Faces as the database for comparisons, the proposed technique using Category 3,

4 and 5 models all outperformed the 2DPCA-ICA at 79%, ALBP at 62%, DLBP at 56%, LBP at 56%

and LDBP at 71% methods taken straight from literature. The highest recognition rate belonged to the

proposed technique using Category 5 models at 87%. The method which had the lowest recognition

rate was the DLBP at 56%, followed by the LBP at 61% and the ALBP rounded out the bottom three

at 62%. When comparing the proposed technique and implemented methods, which were used for

uniformity sake, only the DCT at 88% outperformed the proposed method using Category 4 at 85% and

5 at87% models. Other than that these two categories outperformed the remaining three implemented

methods which were the implemented ICA at 83%, implemented NMF at 77% and implemented SRC

at 81%.

5.7.2 False acceptance rate (FAR)

Table 5.3 shows the comparison of the false acceptance rates between the proposed technique, the

implemented methods and the methods taken directly from literature, for comparison purposes. In

face recognition, FAR is a measure of the percentage of all unauthorised subjects that are incorrectly

accepted. The proposed technique and the other methods are compared against three databases; AR

database, ORL database and the Yale Faces database.

When these methods are compared against the AR database, the proposed technique yielded four of

the top five best rates. These four were the Category 5 model at 0%, followed by Category 2 models

at 3.6%, then Category 4 models at 4% and the fourth one being the Category 3 models at 4.8%.

The implemented NMF and the implemented SRC had the worst performance at 11.6% and 8.3%

respectively.

When it came to comparisons against the ORL database, the trend of the proposed technique

outperforming other methods in literature continued. The proposed technique had four of the top five
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Table 5.3. A comparison of false acceptance rates.

Method False acceptance rate
......AR (%) ...... ......ORL (%) ...... ......Yale (%)......

DCT (implemented) .................. 5.8 4 6
ICA (implemented) 5.8 1.7 3.9
NMF (implemented) 11.6 7.1 9.6
SRC (implemented) 8.3 4.6 6.0
PDBNN [152] - 9.24 -
DT-CWT [153] - 18.5 -
ZDCT [154] - 10.7 -
BDPCA+LDA [155] - - 7.4
Proposed technique cat. 1 6.4 8 7.7
Proposed technique cat. 2 3.6 3.6 6.1
Proposed technique cat. 3 4.8 0.8 4.4
Proposed technique cat. 4 4 0.3 2.6
Proposed technique cat. 5 0 0 0

Table 5.4. Abbreviations used in Table 5.3 and Table 5.5 and their full meanings.

...Method abbrev. ... Name
BDPCA + LDA Bi-directional PCA plus LDA

DT-CWT Dual-tree complex wavelet transform
PDBNN Probabilistic decision-based neural network
ZDCT Zoned discrete cosine transform
2DICA Two-dimensional independent component analysis
RBFN Radial basis function network

false acceptance rates. The proposed technique using a Category 5 model had the best rate at 0%

again, then followed by Category 4 models at 0.3%, then Category 3 models at 0.8% then finally the

Category 2 models at 3.6%. These four models outperformed the PDBNN at 9.2%, ZDCT at 10.7%

and finally the DT-CWT method at 18.5%. This DT-CWT method had the worst false acceptance rate

at 18.5%. In comparison to the implemented methods, the implemented DCT had an average FAR

of 4%, implemented ICA had a FAR of 1.7% and the implemented SRC had a FAR of 4.6%. These

implemented methods only managed to outperform Category 1 models which had an average rate of

8%.

Table 5.3 also shows the comparisons against the Yale faces database. For this database, the proposed

technique using a Category 5 model performed the best at 0%, followed by Category 4 models at

2.6%. The dominance of the proposed technique continued to show even while using this database

which has major variations. The Category 4 and 5 models outshone all other methods, including the

BDPCA+LDA method at a dismal rate of 7.4%.
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5.7.3 False rejection rate (FRR)

Table 5.5. A comparison of false rejection rates.

Method False rejection rate
......AR (%) ...... ......ORL (%) ...... ......Yale (%)......

DCT (implemented) .................. 8.3 4.9 7
ICA (implemented) 7.1 1.5 6
NMF (implemented) 9.4 6.8 7.1
SRC (implemented) 6.6 4.7 6
PDBNN [152] - 7.2 -
2DICA [156] 0.47 0.45 0.012
DT-CWT [157] - 1.5 -
RBFN [158] - 0.26 0.4
ZDCT [154] - 13.5 -
BDPCA+LDA [155] - 7.4 -
Proposed technique cat. 1 7.4 1.3 7.2
Proposed technique cat. 2 5.8 0.1 5.6
Proposed technique cat. 3 5.6 0 4.9
Proposed technique cat. 4 5.6 0 3.1
Proposed technique cat. 5 5.6 0 1.3

The final error metric that was used to assess the holistic performance of the proposed technique was

the false rejection rate. In face recognition, FRR is a measure of the percentage of all authorised

subjects who are incorrectly rejected. Table 5.5 shows the comparison of the results obtained for false

rejection rates. All these methods were compared using different databases.

When it comes to the AD database the 2DICA had the best false rejection rate at 0.47%. The four next

best methods were the proposed technique using a Category 5 model, Category 4 models, Category 3

models all tied at 5.6 then lastly the proposed technique using Category 2 models at 5.8%. The worst

performing was the implemented SRC at 9.4% followed by the implemented DCT at 8.3%.

When it comes to the ORL database, the proposed technique had perfect false acceptance rates for

3 of its models which were the Category 5 model, Category 4 models and Category 3 models all

had an astounding 0% false acceptance rate, save for the Category 2 models which had a 0.1% rate.

These four techniques outperformed all the tabulated methods taken from literature which were the

RBFN at 0.26%, DT-CWT at 1.5%, the 2DICA at 0.45%, the DBPAC+LDA at 7.4% and the ZDCT at

13.5%.

Surprisingly, when testing on the Yale Faces database, the proposed technique was outperformed by 2

methods from literature. These methods were the RBFN at 0.4% and the 2DICA at 0.012% which was

also the best performer for this particular database. The worst performers were the implemented DCT

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

105



CHAPTER 5 RESULTS AND DISCUSSION

at 7%, the implemented NMF at 7.1% and finally the proposed technique utilising Category 1 models

at 7.2%.

5.8 CONCLUDING REMARKS

This chapter presented and discussed the results of the proposed technique, results from the

implemented methods and a comparison with results from literature. These results were compared

against those found in literature. All experiments were carried out on three readily available databases,

namely the AR database, ORL database and the Yale Faces database. In order to obtain the results, the

proposed technique utilised an image segmentation and weighing technique that was compared against

the three databases. Results were obtained by a systematic approach that made use of five-fold cross

validation. The training set and testing set were split into a ratio of 0.7:0.3.

Section 5.3 - 5.5, focused on the results obtained from the proposed technique, and each section

reported on the five different Category’s accuracy and error metrics. These metrics were the TP, TN,

FP and FN.

Section 5.6 then focused on the average accuracy and error metrics across all the database. This section

presented the average recognition rates of the five features that were extracted from the face which

were the chin, eyes, forehead, mouth and nose. This section also presented advanced accuracy and

error metrics that established the performance of the proposed technique’s ability to measure the cost

of false positives and false negatives. These advanced metrics were the sensitivity, specificity, accuracy,

precision and the F1-score.

For there to be an objective discussion about its performance, Section 5.7 focused on the comparisons

between the proposed technique against other face recognition algorithms and methods taken directly

from literature for comparison purposes. This section compared the recognition rates, false acceptance

rates and false rejection rates.
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6.1 SUMMARY OF WORK CONDUCTED

In this dissertation, the problem of partial occlusions on faces was tackled. Humans can automatically

recognise a person’s face when it is under minimal to extreme occlusions. This problem of face

recognition under partial occlusion is quite different when it comes to computer aided algorithms.

Since the face would be partially occluded, there is less information to work with during the recognition

process. Partial occlusions, such as sunglasses and scarfs, lead to loss of information on the eyes, nose,

mouth or chin. This dissertation focused on building a robust face recognition system that utilised

this limited information in order to efficiently recognise a person’s face. Not all regions of the face

contribute equally to the recognition process, some regions have been theorised to contribute less and

some have been theorised to contribute most, if not all, to the recognition process. Eyes and the nose

are traditionally considered to be the regions that contribute more, and the chin and forehead are the

regions that have been theorised to contribute less.

In order to obtain results that could both be compared against other methods in literature, there was

a need to conduct experiments systematically. First of all images in the three databases used were

standardised to be the same pixel width and height. A resolution of 120 x 120 pixel was chosen.

Feature detection was then carried out in order to detect the five key features under investigation. This

dissertation aimed to qualitatively and quantitatively investigate which regions of the face contribute the

most. It also aimed to assign weights to regions of the face that contributed mostly to face recognition.

Some features of the face are essential in recognising a person’s identity, so this dissertation put

forward a function that assigns weights to the features of the face according to their importance. Thus

it makes use of the Gaussian function that has five centres, centred on the left eye, the right eye, the

centre of brows, the nose and the mouth. Weights were assigned to the features of the face starting

from these centres and emanating to the rest of the face. This effectively assigned higher weights to

those features closer to the centres and lesser weights to those further away.

Since the other objective was to investigate which sub-regions contributed the most when it comes to

recognition, this dissertation made use of the image segmentation technique. An image was segmented
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into five prominent regions which contained the chin (C), eyes (E), forehead (F), mouth (M) and nose

(N). This meant that the cheek and the ear sub-regions were discarded. These five selected features

were used to construct 31 models, as tabulated on Table 4.1, that contained all possible combinations

these features. For example, the chin feature would have the following models; C, CE, CF, CM, CN,

CE, CEM,CEN, CFM, CFN, CMN, CEFM CEFN, CEMN, CFMN and CEFMN. This was done to all

the five features in order to construct their own models for training and testing purposes. These models

were divided into five categories, Category 1 models contained single feature models only, Category 2

models contained models with two features. The division of Category 3, 4 and 5 models was done

similarly.

Since the AR database had occlusion, some of the features like the eyes, mouth and chin were not

detected because there were either sunglasses or scarfs covering these features. If sunglasses were

present, there would only be 4 features selected. This led to the construction of a Category 4 model for

this particular image. On the other hand, if a scarf was present this led to two less features which were

the chin and mouth. Similarly, a Category 3 model was constructed for this particular facial image.

Once these models were constructed, the images were split into a training set and a testing set in a ratio

of 0.7:0.3. The testing images were then used to obtain accuracy and error metrics. Five-fold cross

validation was utilised so as to use all images in the entire set for testing. The average accuracy and

error metrics from the five-fold cross validation was used as the rate for that particular metric.

6.2 CONCLUSIONS

Experiments that were carried out on the three databases that were used for bench marking uncovered

a surprising conclusion. When analysing which specific feature or sub-region of the face offered

the best discrimination, it was found out that the forehead had the best discrimination at an effective

87% recognition rate. This rate was the effective average recognition rate that the 16 sub-models that

had the forehead feature had the best average discrimination. Unsurprisingly the eye feature and its

16 models, came in second at an average of 85%. This was followed by the nose and chin features

and their 16 models had an average of 80%. The mouth feature had the least discrimination at 77%.

The forehead had the best discrimination. This can be attributed to the fact that the forehead region

contained the brows as well as parts of hair. Since people have brows that are shaped differently,

this partially contributed to the differences between individuals. Such high discrimination for this

feature can also be attributed to the fact that the subjects had different hair styles as well as varying

amounts of hair. Some subjects had full and thick hair, some subjects were bald, some were balding,

some subjects had wigs with fringes, some subjects had frisky hair and some had relaxed hair. These

major variations in hair styles contributed to the forehead feature, and its other 15 models, having

the best discrimination rate. Having such a high discrimination rate means that even if a person has
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partial occlusion on the mouth region, due to a scarf, the F feature and its other models can be used

for recognition resulting in a high enough recognition rate. The mouth was found to have the least

average discrimination. One reason could be that the mouths of most subjects had a similar shape, size

and thickness. The three databases contained predominantly Caucasian subjects so this also played a

role in the mouths having a similar shape and thickness. The mouth region does not contain that many

variations from subject to subject, thus the proposed technique failed to properly discriminate between

the subjects owing to the close similarities.

The other major focus of research presented in this dissertation was to find out which combination

of regions on the face could potentially match or even rival other methods that utilise the entire face.

Category 3 features only used a combination of three out of five features, this experimentally simulated

the situation where two of the five features were occluded. These two features basically did not

contribute to recognition there simulating partial occlusion on the face. For example, a Category 3

model used only the forehead, eyes and nose combination, therefore it was termed as EFN model. This

translated to the mouth and chin being occluded. Category 4 features used a combination of four of

the five features for recognition. Similarly, this also meant that one out of the five features also did

not contribute to recognition, thus simulating partial occlusion. In this case a CEMN model used four

features except for the forehead. In comparison with other methods in literature, when it comes to the

recognition rate, the proposed technique outperformed various other methods.

When comparing against the AR database, Category 3 models at 86%, Category 4 models at 90%

and a Category 5 model at 91% recognition rates outperformed the following methods taken straight

from literature; KPCA at 83% [140], LGBP at 80% [141], PSVM at 82% [142], PUM at 80% [143],

SRC at 84% [144] and PUDMNN at 82% [145]. When considering the ORL database, Category

4 models at 87% and a Category 5 model at 89% outperformed the following methods taken from

literature; PUDMNN at 84% [145], Gabor-SVD at 75% [148], WPCA at 86% [149] and 2DPCA-ICA

at 83% [150]. The same trend continued on the Yale Faces database as well, Category 2 models at 79%,

Category 3 models at 83%, Category 4 models at 85% and a Category 5 model at 87% outperformed

other methods from literature. These methods included the 2DPCA-ICA at 79% [150], ALBP at

62% [151], DLBP at 56% [151], LBP at 61% [151], and finally LDP at 71% [151].

What is undeniable and can be drawn from these comparisons is that the proposed technique and using

Category 3, 4 and 5 models outperforms several methods from literature. Even though the proposed

technique utilises less information from the face, since partial occlusions were simulated onto the

image, the proposed technique still outshone various other methods from literature. This makes the

proposed technique an effective and robust facial recognition system when it comes to images with
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partial occlusions when comparing with the other methods. The proposed technique’s ability to do

more with less information is invaluable in situations where parts of the face are inadvertently or

purposefully occluded.

6.3 FUTURE WORK

The proposed technique used weighing and image segmentation to achieve high recognition rates and

low FAR and FRR. However, this in no way suggests it can not be improved or modified or extended.

Some modifications that could be done are to include the cheeks and the ears as two other independent

features that could be used to build a seven-tier recognition system which will inevitably lead to 127

unique combinations of seven features.

The weighing technique can be extended further as well, by adding more centres other than the

five proposed in this dissertation. These centres would be able to closely match all the regions of

the face. Tuning the parameters for the weighing function to suit the entire database and not use

unique parameters for each individual, as proposed in this dissertation, can be another place that can

be investigated further. This makes the recognition process more time efficient, as only one set of

parameters would be used for a single subject’s class of images.
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